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A Study of the Modal Truncation 
Error in the Component Mode 
Analysis of a Dual-Rotor System 
In the component mode synthesis method, the equation of motion in the generalized 
coordinates is built upon the undamped eigenvalue data of the component struc
tures. Error is inevitable when truncated modes are used. In this paper, two model 
truncation schemes were evaluated with regard to the critical speed, stability, and 
unbalance response of a two-spool gas turbine engine. The numbers of modes 
required to yield acceptable accuracy in these cases were determined. Guidelines for 
modal truncation were derived from these results. 

Introduction 
One of the major considerations in a truncated model 

analysis is determining the modes to be retained for accuracy 
and yet maintaining computational efficiency. Some amount 
of error is always introduced in the use of a number of modes 
less than the number of degrees of freedom presented in the 
system. The resulting modal representation will be somewhat 
"stiffer" than it actually is because the higher modes are 
omitted. However, despite this slight disadvantage, the modal 
method continues to play an important role in the analysis of 
large dynamic systems because of the substantial saving in 
computation time associated with the resultant reduction in 
the problem size. 

The modal method has been applied to the analysis of linear 
and nonlinear rotor systems. Childs performed transient rotor 
dynamic analyses using undamped normal modes in [1-4]. 
Dennis, et al. presented a transient solution of an aircraft 
engine in [5]. Gunter, et al. illustrated and evaluated the 
accuracy of the planar mode approach in single shaft flexible 
rotor with bowed shaft and skewed disk effects [6]. Transient 
motions of a flexible rotor in fluid film bearings were 
simulated by Choy [7]. Lund [8] used the damped modal 
coordinates to calculate the unbalance response and the 
transient motion of a multi-mass rotor caused by a shock 
loading. In [9] the effects of bearing mass and prescribed base 
motion was computed by Pilkey et al. using damped modes. 

The present paper focuses on the component mode syn
thesis method using undamped modes. This procedure is used 
extensively in the aerospace industry for the calculation of the 
undamped natural frequencies of large air-frame structures 
(Hurty [10] and Craig et al. [11]) and was applied to multi-
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component flexible rotor systems by Childs [4] and Li [13,17]. 
In this method, a large structure is first partitioned into a 
number of substructures. The modal information for each 
individual substructure is then derived either analytically or 
from vibration tests [12]. "Reconstruction" of the original 
structure is performed in the modal coordinates using only a 
few modes from each substructure. 

In this paper, an aircraft gas turbine engine consisting of 
two coaxially mounted rotors is used as a vehicle for the 
comparison of the component mode synthesis method to an 
accurate method using transfer matrices [13-15]. Efforts are 
directed to the evaluation of two proposed mode selection 
criteria [16] and the determination of the number of lower 
modes that ought to be retained. The accuracy of the com
ponent mode method in this application is examined with 
regard to linear dynamics in the critical speeds, stability, and 
forced unbalance response. 

Description of the Gas Turbine Rotor System 

Figure 1 represents a schematic drawing of the two-spool 
gas turbine engine used in this analysis. The engine consists of 
two coaxial rotors. The inner core rotor called the power 
turbine is supported by two main bearings. There are two 
intermediate differential bearings, Front Differential Bearing 
(FDB) and Aft Differential Bearing (ADB), connecting the 
power turbine to a gas generator rotor. The gas generator 
rotor consists of a two-stage turbine driving an axial com
pressor. It is supported by four rolling element bearings. 

The computer model in Fig. 2 has a total of 38 nodes 
(lumped masses) - 22 nodes in the power turbine rotor and 16 
nodes in the gas generator rotor. Each node has two trans-
lational degrees of freedom and two rotational degrees of 
freedom. Thus, this engine has a total of 152 degrees of 
freedom. 

Gas Turbine Undamped Component Modes 

A component mode analysis requires the undamped 
eigenvalues and the orthonormal mode shapes of each sub-
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COMPRESSOR GAS GENERATOR POWER TURBINE 
TURBINE 

Fig. 1 Two-spool aircraft turbine engine with eight bearings 

system to be known. In this case, the engine is considered to 
be consisting of two subsystems—the gas generator rotor and 
the power turbine rotor. The modes of the rotors were ob
tained independently of each other by omitting the in
termediate bearings. The effects of disk gyroscopic are ex
cluded by applying zero rotor speed in this calculation. 

The method of transfer matrices was used to obtain all 
undamped normal modes of the gas generator rotor and the 
power turbine rotor below (1,833 Hz) 110,000 r/min. Below 
this speed (about 6 times the top operating speed of the 
rotors), there are a total of five modes in the gas generator 
rotor and nine modes in the power turbine rotor. The first 5 in 
each rotor are presented in Figs. 3 and 4. 
The mode shapes [</>] are to be arranged in the following 
fashion.2 

;W>2J [*1 ] = 
[0] [<t>c [0] 

[0] 

14>F 
(1) 

The accuracy of the undamped mode shapes are evaluated 
with a test of their orthogonality weighted by the mass matrix. 
In such a test of product of the matrices [(j),]7 [M] [0,.], / = 
1,2, is computed and the off-diagonal elements of the 
resultant matrix (which should be equal to zero) are compared 
to the diagonal elements. For the normal modes calculated, 
the ratio of the off-diagonal to the diagonal elements is in the 
order of 10~10. With transfer matrices, each mode requires 
about 1.8 s of computer time to evaluate. 

Gas Turbine Engine Mode Selection 

Selection of the component modes from each subsystem to 
be used in the synthesis of the engine is made according to one 
of the following criteria. 

1 The first criterion is based on a comparison of the 
subsystem undamped natural frequencies to an upper 
frequency limit. Only the component modes that are 
below this limit are retained, those that are above are 
discarded. In a rotating machine, this upper limit is 
usually set at several times the maximum rotor speed. 

2 The second criterion proposed by Tolani in [16] is based 
on the strain energy of the subsystems. In this case, an 
upper limit on the strain energy is set and only the 
component modes that have strain energy below this 
value are considered. For each subsystem component 
mode having the mode shape [ $,), the strain energy (PE) 
is calculated from the system stiffness matrix by 

P E = \ U /} T [* ] l* / ] (2) 

the mode shape (0,} is normalized such that the sum of 
the absolute values of the elements in j </>,• j is equal to 
one. 

Subscripts 1 and 2 refer to subsystem 1 and subsystem 2. [<£G] and [0 ] 
represent the planar component modes in the gas generator and the power 
turbine, respectively. 

k-Jl 

Fig. 2 Two-spool aircraft turbine engine lumped parameter computer 
model (PT-power turbine rotor, GG-gas generator rotor) 

Table 1 represents the selections of the component modes 
for the truncated modal problem based on these two criteria. 
For example, with a problem size of 12 (i.e., taking six 
component modes in each lateral direction), the modes 
selected on the basis of frequency include all that are below 
500 Hz. This frequency is about 1.5 times the maximum rotor 
speed. While based on strain energy, a limiting energy of 508 J 
is imposed. With the strain energy criterion, the tendency is 
towards selecting more power turbine modes and fewer gas 
generator modes because the power turbine is more flexible. 
Note that after the problem size reaches 24, the schemes 
become identical to each other. 

To evaluate the mode selection schemes, the undamped 
critical speeds of the gas turbine engine are compared for the 
various reduced problems. Of particular interest in this in
vestigation is the comparison in the suitability of the criteria 
for this application with regard to solution accuracy. 

Here, both rotors are assumed to rotate in the same 
direction with the gas generator operating at 15,000 r/min and 
the power turbine operating at 20,000 r/min. The inter-shaft 
bearings are added to the modal equation in the generalized 
coordinates [13]. The percentage errors in the system 
eigenvalues or the engine critical speeds due to modal trun
cation are established by a comparison to an accurate solution 
of the full size problem. 

Figures 5-6 show the errors of the first four forward engine 
modes and the first four backward engine modes for the two 
modal selection schemes. In general, the component mode 
method predicts the engine modes to be higher in frequency 
than they actually are. As more component modes are used, 
the magnitude of the error decreases monotonically. With the 
exception of the third forward, the first backward, and the 
fourth backward engine modes, the mode selection scheme 
based on frequency appears to yield better results than the 
selection scheme based on strain energy. This is particularly 
true with the second forward and the second backward engine 
modes. 

When all 28 component modes are used, the largest error of 
only 1 percent is observed (in the third forward engine mode). 
The smallest error is 0.01 percent with the second forward 
mode of the engine. 

If only the engine critical speeds below the top speed of the 
rotors (20,000 r/min) are considered, the upper frequency 
limit for the modal selection necessary to meet a certain error 
tolerance may be established. This information is tabulated in 
Table 2. 

Gas Turbine Lateral Critical Speeds 

There are two possible modes of operation in a two-spool 
rotor system: one is that both rotors corotate simultaneously 
in the same direction, the other is that the rotors counter-
rotate with respect to each other. In this analysis, only the 
case of corotation is considered. The gas generator and the 
power turbine are assumed to be operating at 15,000 r/min 
and 20,000 r/min, respectively. With the transfer matrix 
method, the first five forward and the first five backward 
engine critical speeds are calculated (the backward modes are 
obtained by specifying negative rotor speeds in the computer 
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Fig. 3 Gas generator rotor undamped component mode 1 to mode 5. 
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Fig. 4 Power turbine rotor undamped component mode 1 to mode 5. 
K1 = 0.88 x 108 N/m;K2 = 1.05 x 107 N/m 

program). This result, calculated to an error of less than 1.0 
x 1 0 s percent, is used to assess the accuracy of a truncated 
component mode analysis for the following reduced problems 
using: (a) two gas generator modes and four power turbine 
modes, (b) three gas generator modes and six power turbine 
modes, (c) five gas generator modes and nine power turbine 
modes. The component modes have been selected according 

to the frequency criterion described previously. The critical 
speeds are calculated with a stability program assuming zero 
damping. The result of this investigation is tabulated in Table 
3. Good accuracy of the modal method is obtained. Errors 
less than 1 percent are achieved with the largest problem size. 
Reasonably accurate results are also obtained for the problem 
size of 18 with the use of three gas generator modes and six 
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Table 1 Gas turbine engine mode selection schemes 
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Table 2 Modal truncation cut-off frequency versus percentage error in 
the undamped modes C modes retained in each lateral plane) 

UPPER FREQUENCY L I M I T 

BELOW WHICH MODES ARE 

RETAINED (MULTIPLES OF 

TOP ROTOR SPEED) 

1.5 

2 .5 

-
5 

6 

CAS GENERATOR 

MODES 

„ RETAINED 

2 

3 

4 

H 

5 

POWER TURBINE 

MODES 

„ RETAINED 

U 

5 

6 

S 

9 

ERROR IN THE 

UNDAMPED MODES 

BELOW TOP 

ROTOR SPEED 

< 20; ; 

-.' 6?, 

< 32 

< 1 . 5X 

' 

00.0 

1 0 . 

1 . 

. 1 

-

-

1 

\ 
\ 

\ \ 
\ 

\ 

1 

1 1 1 1 

MODE SELECTION BASED 
° " ° OM FREQUENCY 

A - —A M 0 D E S E L E C T I O N E^SED 
" ~ " ^ ON STRAIN ENERGY — 

\ \ ^ T^ . 

\ \ ^ X. 

D V^X N * i F ( 5 2 1 Hz ) 

\ \ Y " ^ ^ 
\ \ "F ( 119 Hz ) 

\ \ 
\ \ 

\ \ 
\ \ 2F ( 208 Hz ) 

i : i \ J 

power turbine modes. In this case, the third forward mode has 
the largest error of 3.29 percent. 

The computer time requirement for the calculation of the 
undamped critical speeds using transfer matrices is about 3.8 s 
for each mode computed. A direct comparison of the com
putational efficiency of the two methods based on the result in 
this section was not possible because the eigenvalues 
calculated with the method of component modes were 
generated from a stability computer program using complex 
arithmetic. Furthermore, an eigenvalue extraction scheme 
based on similarity transformations was used such that all 
existing eigenvalues including both forward and backward 
modes are computed simultaneously. For example, with a 
problem size of 18, 18 conjugate pairs of roots with zero real 
parts are produced in 77 s. In contrast, the transfer matrix 
computer program calculates only the modes required by 
iterating on the frequency determinant in real arithmetic. If a 
similar procedure is employed in the modal calculation, it is 
anticipated that the computer time requirement of the 
component mode method will be comparable to, if not less 
than that of the transfer matrix method. 

The mode shapes of the first, second, and the third forward 
modes obtained with component modes and transfer matrices 
are presented in Figs. 7-9. For the first and second modes, 
very little error due to modal truncation is observed. When a 
reduced modal problem consisting of only six component 
modes per lateral plane is used, some inaccuracy is indicated 
in the third forward mode shapes. The percentage error in this 
mode is 20 percent according to data in Table 3. 

Gas Turbine Lateral Stability 

In the stability analysis, two fluid film components are 
added to the system. The No. 3 gas generator bearing is 
replaced by a squeeze film damper assumed to have a stiffness 
of 2.15 x 107 N/m (123,000 lb/in.) and a damping of 1.7 x 
104 N-s/m (100 lb-sec/in.). In comparison to the original 
stiffness of 7.0 x 107 N/m (400,000 lb/in.) used in the 
component normal mode evaluation, this modification 

REDUCED PROBLEM DIMENSION 

Fig. 5 Percentage error in the gas turbine undamped forward modes 
due to modal truncation 

MODE SELECTION BASED 
ON FREQUENCY 

MODE SELECTION BASED 
ON STRAIN ENERGY " 

2S ( 139 Hz ) 

REDUCED PROBLEM DIMENSION 

Fig. 6 Percentage error in the gas turbine undamped backward modes 
due to modal truncation 
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COMPONENT MODE RESULTS 

FOR REDUCED PROBLEM 5IZE_ 

TRANSFER MATRIX RESULTS 
COMPONENT MODE RESULTS 

FOR REDUCED PROBLEM SIZE 

TRANSFER MATRIX RESULTS 

Fig. 7 Gas turbine engine critical speed mode shape error due to 
component mode truncation—first system forward mode (119 Hz) 

Fig. 9 Gas turbine engine critical speed mode shape error due to 
component mode truncation—third system forward mode (345 Hz) 

Table 3 Error in the gas turbine critical speeds using truncated 
component modes. ("Problem size is the dimension of the second order 
modal equation.) 

COMPONENT MODE RESULTS 

FOR REDUCED PROBLEM SIZE 

TRANSFER MATRIX RESULTS 
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Fig. 8 Gas turbine engine critical speed mode shape error due to 
component mode truncation—second system forward mode (208 Hz) 

requires a negative stiffness of 4.85 X 107 N/m (277,000 
lb/in.) to be applied at the No. 3 bearing location in the modal 
synthesis process. In addition, an inter-shaft fluid-film 
bearing is incorporated near the aft differential bearing. The 
bearing is 38 mm long, 66 mm in diameter and has a radial 
clearance of 0.25 mm. Turborotor speeds are taken to be 
15,000 r/min for the gas generator and 17,000 r/min for the 
power turbine rotating in the same direction. The dynamic 
coefficients are computed according to the short bearing 
theory. A bearing eccentricity ratio of 0.3 is assumed. The 
function of the fluid-film bearings is to provide some of the 

damping required to relieve the high loading experienced by 
the aft differential bearing when the rotor is operated near a 
power turbine mode. In this calculation, all the rolling 
element bearings are taken to have damping of 350 N-s/m (2 
lb-sec/in.) each. 

The complex eigenvalues of the damped system are com
puted with an error of less than 0.01 percent by the transfer 
matrix method. This result forms the basis for evaluating the 
accuracy of the component mode approach. For the purpose 
of comparison, all engine modes below 51.7 Hz (31,000 
r/min), including four forward modes and five backward 
modes, are considered. With the use of transfer matrices, each 
complex root requries about 3.9 s to compute. 

Table 4 shows the truncation error for the three different 
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Table 4 Error in the gas turbine engine stability using truncated 
component modes. ('Problem size is the dimension of the second order 
modal equation.) 

DAMPED MODE 
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C o m p u t e r T ime 
T r a n s f / o r r o a t i o i 

DAMPING 
EXPONANT, 

1 /s 

- 1 9 . f l 5 

- 1 5 5 . 2 

- 1 4 . ' . 8 

- 5 2 . 7 1 

- 9 . 7 1 

- 8 7 . 0 3 

- 1 . 0 1 

- 1 I d . 2 

- 1 9 4 . 1 ) 

S c r j u l r e d t o 

R e q u i r e d t o 
Method 

DAMPED 
FREQUENCY, 

r / m i n (Hz) 

6 , 9 7 8 . J 
( 1 1 6 ) 

8 , 9 2 6 . 0 
(149) 

2 0 , 7 5 8 . 1 
( 3 4 6 ) 

3 0 , 2 5 7 . 3 
( 5 0 4 ) 

5 , 9 2 4 . 8 
(99) 

6 , 1 6 7 . 7 
(103) 

1 0 , 0 9 3 . 8 
(16B) 

1 8 , 6 7 4 . 5 
( 3 1 1 ) 

2 5 , 9 7 0 . 1 
( 4 3 3 ) 

% ERROIt IN THE DAMPING EXPONENT 
FOR THE REDUCED PROBLEM S I Z E * 

12 

- 4 1 . 1 • 

- 1 J . J 

2 1 6 . 

4 1 6 . 

- 5 . 6 0 

- 1 4 . 5 

7 9 . 6 

- 1 5 . 6 

- 9 L . 2 

18 28 

- 1 . 6 4 

- 3 . 1 7 

1 3 . 1 

5 J 7 

- 2 . 1 6 

- 2 . 9 4 

5 3 . 8 

- 1 . 9 1 

- 7 . 2 1 

- 1 . 5 5 

- 0 . 9 4 

- 0 . 6 1 

1 . 2 9 

- 0 . 4 7 

- 1 . 3 2 

1 3 . 9 4 

0 . 0 0 

- 3 . 0 8 

C a l c u l a t e d i e Undamped C o m p o n e n t Modes 

C a l c u l a t e A H L i g n e v a l u e s U s i n g a 

% ERROR IN THE DAMPED FREQUENCY 
FOR THE REDUCED PROBLEM S I Z E * 

12 

2 . 0 0 

8 . 3 3 

1 8 . 0 1 

3 1 . 1 9 

0 . 4 5 

1 . 4 6 

8 . 5 1 

8 . 3 8 

2 5 . 6 0 

11 s 

32 s 

18 

0 . 3 9 

1 . 7 4 

3 . 16 

1 . 4 2 

0 . 1 2 

0 . 4 4 

2 . 0 1 

2 . 0 1 

2 . 1 8 

16 s 

66 s 

28 

0 . 1 9 

0 . 2 3 

0 . 8 5 

0 . 2 9 

0 . 0 2 

0 . 3 5 

0 . 7 0 

0 . 2 5 

0 . 5 7 

2 5 s 

177 s 

problem sizes using component modes. The component mode 
selection scheme is the same as those for the critical speed 
analysis in the last section. A common feature of the modal 
result is that the resonant frequencies of the damped engine 
system have a positive error. This means that these 
frequencies are always overestimated due to modal trun
cation. In contrast, tendency of the error in the damping 
exponent does not seem to show any definite pattern. 

The amount of error in the damped frequency of the 
reduced modal problems is of the same order of magnitude as 
that in the undamped critical speeds computed previously. 
For a problem size of 28, in which 14 component modes in 
each lateral plane are used, the largest error in the frequencies 
is only 0.85 percent. But when the problem size is reduced to 
18, the amount of error increases. In this case, the largest 
error of about 3 percent is observed in the third forward 
mode. A further decrease in the accuracy is indicated for the 
problem size of 12. If only the damped modes that are below 
334 Hz (20,000 r/min) are considered, an error of up to 18 
percent can be seen. 

The real part of the eigenvalues is shown to have con
siderably larger error than the damped frequency. Even when 
all of the 28 undamped planar modes are employed, an error 
as high as 14 percent in the exponent of the third backward 
mode is obtained. For the same problem size, the largest 
inaccuracy in the forward modes is 1.6 percent. With a 
reduction of the problem size to 18, the largest overall error is 
54 percent and the largest forward mode error is 13 percent. 
Unacceptable error is produced in the damped exponents for 
the problem size of 12. This general inaccuracy of the real part 
of the complex eigenvalues is also reported by Gunter, et al. in 
[6]. 

It should be noted that all four backward modes appear to 
be less stable than the forward modes. Since the majority of 
the damping comes from the No. 3 gas generator squeeze film 
damper bearing, it is reasoned that the result reflects a lower 
efficiency of the squeeze-film damper bearing in the backward 
modes. 

Gas Turbine Lateral Unbalance Response 

The forced response of the gas turbine engine due to mass 
unbalance in the power turbine rotor is computed with the 
same bearing configurations as those described in the last 
section. For this analysis, two unbalances of 35 g.cm each are 
assumed to be present at the mid-span of the power turbine 
rotor and at the second stage turbine 180 deg out of phase 
from each other. The gas generator is taken to be balanced 
and operating at 15,000 r/min. 

POWER TURBINE ROTOR SPEFD - 10 

Fig. 10 Component mode truncation error in the aft differential 
bearing force due to coupled power turbine unbalance 

The dynamic coefficients of the bearings, including those of 
the squeeze film damper and the intershaft journal bearing, 
are considered to be constant with speed. Again, the un
balance response problem is solved first with the transfer 
matrix method, then with component modes using a truncated 
number of modes. 

Because mass unbalance in a rotor generates circular forces 
that rotate in the same direction as the rotor spin vector, only 
the forward modes are excited. According to Table 4, the first 
three damped forward modes of the engine occur at 116 Hz 
(6,978 r/min), 149 Hz (8,926 r/min), and 346 Hz (20,758 
r/min). Therefore, within the speed range of 1,000 r/min to 
20,000 r/min the rotors have to operate through the first two 
modes and below, but close to the third mode of the system. 

In general, there are two predominant factors that deter
mine whether the response amplitudes and the bearing forces 
will be higher or lower than the actual value due to modal 
truncation. The first factor depends on the error introduced in 
the damping available for each mode due to the omission of 
some of the higher component modes. As it is concluded in 
the last section, the tendency of the error in this respect does 
not have a definite pattern. If the error tends towards 
producing less damping, a response of lesser amplitude will be 
computed. The reverse will be true if the error tends toward 
producing more damping in a particular mode. The second 
factor is determined by the shift of the damped resonant 
frequency towards a higher value due to the loss of system 
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flexibility. Consequently, the amplitude of vibration com
puted by a modal method will be lower on the low-speed side 
but higher on the high-speed side of the actual response peak. 

The steady-state forces transmitted to the outer raceway of 
the differential bearing are presented in Fig. 10. Due to the 
large damping coefficient assumed at the No. 3 gas generator 
bearing, the second mode, which shows predominant gas 
generator motion in the mode shape, has been completely 
damped out. The magnitude of the bearing forces shows a 
peak of about 1.8 kN at the first critical speed and starts to 
build up rather rapidly as the power turbine rotor is operated 
toward the third system mode. A bearing force higher than 14 
kN is indicated at rotor speeds above 19,000 r/min. 

The symbols in Fig. 10 represent the bearing forces 
calculated by the component mode method using the reduced 
problem sizes of 12, 18, and 28. With the problem size of 12, 
(two gas generator modes and four power turbine modes 
used) the force magnitude at the first critical speed is almost 
70 percent higher than the correct value. This appears to be in 
correlation with the damped eigenvalue result which indicates 
an error of 43 percent less damping available to this mode for 
the same reduced problem size. As the rotor is operated near 
the third mode at about 20,000 r/min, a large error in the 
bearing force as much as 400 percent is indicated. The ob
servation of a lower response amplitude and more gentle 
response slope associated with this mode is consistent with the 
eigenvalue error in the damping exponent of 216 percent as 
shown in Table 4. This combines with the shift towards a 
higher resonant frequency producing the observed result. 

Excellent correlation between the transfer matrix method 
and the modal method for the problem size of 18 and 28 is 
indicated for bearing force in the first mode. When the rotor 
operates in the vicinity of the third mode, good accuracy can 
still be seen with the larger problem size of 28; however, about 
40 percent error can be seen at 20,000 r/min with the problem 
size of 18. 

Figure 11 shows the rotor response at the second stage 
turbine of the gas generator rotor. It is seen that the rotor has 
rather high amplitudes when it is operated near the first and 
third critical engine speeds (power turbine modes). Again, the 
amplitude at the second engine mode (gas generator mode) is 
almost damped out by the large amount of damping at the 
No. 3 gas generator bearing. According to the mode shapes in 
the power turbine modes (Figs. 7 and 9), the gas generator 
bearing location has very little motion. Therefore, damping 
applied to the gas generator at this location does not ef
fectively reduce the vibration amplitude in these modes. Very 
large error is indicated with the problem size of 12, par
ticularly near the first mode and the third mode. The shift of 
the second mode towards a higher frequency is clearly seen. 
When the problem size is increased to 18, the error is reduced 
to a more reasonable level. Good accuracy is again obtained 
with the problem size of 28 in which five gas generator modes 
and nine power turbine modes are included. The modal 
method appears to yield more accurate results in the phase 
angles than in the vibration amplitudes in this unbalance 
response analysis. 

The computer time required in the calculation of the above 
results using the modal approach is 0.45 s for a problem size 
of 12, 0.67 s for a problem size of 18, and 1.47 s for a problem 
size of 28. These figures represent one steady-state response 
computation, excluding computer time taken to calculate the 
components modes. In comparison, the transfer matrix 
method requires 0.87 s per calculation. 

Conclusions 
Based on the results in this analysis, the selection of 

component modes according to an upper frequency limit is 
recommended. Furthermore, all component modes that have 
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POWER TURBINE ROTOR SPEED - 10 r/nin 

Fig. 11 Component mode trunction error in the gas generator 
response amplitude due to coupled power turbine unbalance 

frequencies below 4 to 5 times the top rotor speed must be 
included in a critical speed analysis to give sufficient ac
curacy. Component mode synthesis is a fast and economical 
method for the calculating the undamped modes in a large 
rotor system. 

Stability analysis using component modes must be per
formed with extreme caution. Accuracy in the damping ex
ponent can only be obtained when all modes that lie below at 
least six times the highest rotor speed are retained in the 
calculation 

For the computation of the steady-state unbalance response 
near the lower modes and up to the second mode in the 
operating speed range, the component mode method is more 
economical than the transfer matrix method both in com
putation time and accuracy. However, for higher mode 
computation, the transfer matrix method is superior. 

Due to modal truncation, the resonant frequencies are 
always overestimated. But because the tendency of the error 
in the damping (relating to the real part of the eigenvalue) 
does not show any definite pattern, the unbalance response 
peaks may either be higher or lower than the actual values. It 
is shown that the damping exponents of the eigenvalues and 
the unbalance peak response always exhibit the largest error. 

Because the modal method still provides the only efficient 
way to perform transient analysis of complex rotor systems, 
precaution must be taken in the interpretation of computer-
simulated transient solutions using truncated modes. When 
the quantitative result is of interest, the analyst must ascertain 
that enough number of modes is included. An accurate 
solution is reached only when no significant change in the 
result can be achieved by the addition of more component 
modes. 
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Fractional-Frequency Rotor Motion 
Due to Nonsymmetric Clearance 
CI itJIblJl 
Analysis based on the Jeffcott model is presented to explain 1/2 speed and 1/3 
speed whirling motion occurring in rotors which are subject to periodic normal-
loose or normal-tight radial stiffness variations. The normal-loose stiffness 
variation results due to bearing-clearance effects, while normal-tight stiffness 
variations result from rubbing over a portion of a rotor's orbit. The results 
demonstrate that 1/2 speed subharmonic motion can be explained as either a linear 
parametric-excitation phenomenon or as a stable nonlinear subharmonic motion. 
The 1/3 speed motion is shown to be possible due to the radial stiffness 
nonlinearity. A linear parametric-excitation analysis demonstrates that during a 
normal-tight rubbing condition, Coulumb damping significantly widens the 
potential range of unstable speeds. 

Introduction 

Bently [1] has proposed and demonstrated experimentally 
that large subsynchronous rotor motion can result from the 
following types of nonsymmetric clearance effects: 

(«) 

(b) 

The rotor's synchronous motion causes a rubbing 
condition with a stationary surface over a portion of the 
rotor's orbit. Contact with the stationary surface causes 
a periodic increase in the rotor's stiffness yielding what 
Bently calls a "normal-tight" condition. A jammed or 
off-centered seal generally provides the physical 
mechanism for this condition. 
A "normal-loose" rotor-stiffness condition is also 
possible if the rotor's radial stiffness is reduced over a 
fraction of its synchronous orbit. The possible loss of 
radial stiffness is an abnormal circumstance in units 
supported by hydrodynamic bearings, which can result 
from excessive bearing clearances or inadequate vertical 
bearing restraints. However, in rotors supported by 
rolling element bearings, a small radial clearance is 
normally provided to allow axial shaft motion. This 
clearance, in combination with a fixed direction side 
load, provides the continuing possibility for a normal-
loose condition. 

Subsynchronous motion resulting from either of these 
conditions is an exact fraction of running speed, at 
predominantly 1/2 of running speed in field experience but 
occasionally 1/3 or 1/4 of running speed. The sub-
synchronous motion is most easily excited when the rotor 
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running speed is a corresponding multiple of the rotor's 
critical speed, i.e., 1/2 speed motion is the general result of 
running speeds which are approximately twice the first rotor 
critical speed. In contrast to rotor instabilities due to 
hydrodynamic bearings, this motion tends to be exactly 1/2 
running speed rather than slightly less than 1/2 running speed. 
Stated differently, motion due to nonsymmetric clearance 
effects is a fractional-frequency phenomenon, while the 
frequency of unstable motion due to hydrodynamic bearings 
is at the rotor critical speed, which depends less directly on 
running speed. Motion from either source may be large and 
potentially damaging. 

Bently interprets his experimental findings in terms of 
analytical results for both linear parametric excitation 
phenomena, modeled by the Mathieu equation [2], and 
nonlinear subharmonic motion modeled by Duffing's 
equation [2], but presents neither models for formal analysis 
to support his very insightful conclusions. In another 
published work dealing with nonsymmetric-clearance effects, 
Ehrich and O'Connor [3] have employed nonlinear 
simulations to explain 1/2 frequency field data, and Ehrich 
[4] has employed nonlinear analysis and simulations to ex
plain sum-and-difference frequency phenomena. Both of the 
rotor units examined by Enrich were supported by ball
bearings. 

The author [5] carried out an analysis, based on the Jeffcott 
model, which provides a linear parametric-excitation ex
planation for the 1/2 speed fractional-frequency response 
results obtained by Bently for the loose-tight rub condition. 
Predictably, this analysis provides no explanation for the 1/3 
speed response and other characteristically nonlinear 
phenomena. The present work remedies this deficiency by 
presenting both linear and nonlinear analyses for the normal-
loose condition, and a new parametric excitation analysis for 
the normal-tight condition with Coulomb rub. 
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Fig. 1 The Jeffcott Model 

The Physical Model 

The Jeffcott model [6] of Fig. 1 is employed for the present 
analysis, and has the following constant-running-speed 
equations of motion 

mRx + c Rx+kRx= maoi1 cos</> 

where co is the disk angular velocity, and <f> = </>0 + co/ defines 
the rotor-disk rotation with respect to the inertial X — Y — Z 
axes. For convenience, the imbalance vector a is assumed to 

be in alignment with the rotor-fixed x axis. The stiffness k 
represents the combined, circumferentially-symmetric stiff
ness of the rotor's shaft and bearings. Dividing these 
equations by m yields the form 

Rx + 2l0\Rx + \lRx = abP- cos<t> 

(1) 

RY + 2f0X0^y + XojRy = aw2 sin$ — z 

The solution may be stated 

Rx = /lcos($+i/<) 

(2) 

Ry A sin(<t>+\p)-D 

where D = k/W is the static rotor deflections due to gravity, 
and 

A = au2/{(\l-u2)2+m\2u2}Vl 

(3) 
* = t an -M-2r 0 X 0 u / (Ai j -u 2 ) ] 

Normal-Loose Radial Stiffness Model 

Figure 2 illustrates the solution to equation (3), and may be 
used to explain the discontinuous radial-stiffness model used 
in the present analysis. The assumption is made that the 
rotor's radial shaft-bearing stiffness is reduced for RY > 0. 
More specifically, the nominal stiffness value holds when the 
solution amplitude A is less than the static deflection am
plitude D; however, when A > D the stiffness becomes A:(l -
e). Figure 3 illustrates the dependence of the Y component of 
radial spring force upon R y> a n c j demonstrates again that the 
stiffness discontinuity has no influence on the solution 
providing A < D; or equivalently /? y < 0. 

The differential equations of motion including the stiffness 
variation are 

N o m e n c l a t u r e 

c 
d=qk/2 

f(t)J(t) 

h 

k 
m 

p = A/2\ 

a = imbalance vector magnitude (L) 
b = transient solution amplitude defined in 

equations (18) and (23), (L) 
= linear damping coefficient, (FT/L) 
= defined by equation (38), {T~l) 
= Fourier series defined in equations (10) 

and (32) 
= acceleration of gravity (LT~2) 
= change in natural frequency defined by 

equation(15), (T~2) 
= rotor-bearing radial stiffness (F/L) 
= rotor mass (M) 
= fractional change in excitation 

frequency about co = 2X 
e/3 e/3 

q,q~-
•K IT 

*oJ'o;*i .>' i 

= defined in equations (11) and (34) 

perturbation variables defined in 
equation(15), (L) 

A = synchronous solution amplitude defined 
by equation (3), (L) 

B,C = parameters to define a displaced 
clearance circle as defined in equation 
(25), (L) 

D = k/W = static deflection amplitude due to rotor 
weight, (L) 

E = minimum clearance defined by equation 
(28), (L) 

H(6) 

U( 

& & 

R 
) 

W 

0 

+ = 

X 

r0 = • c/2 mk 
fo/fl 

CO 

a 

/* = 

clearance function defined by equation 
(25), (L) 
components of the rotor displacement 
vector R, (L) 
magnitude of R, (L) 
unit step function 
rotor weight, (F) 

fraction of fundamental period 27r/X 
during which radial stiffness is either 
increased or decreased 
fractional loss or increase in radial rotor 
stiffness due to nonlinearity 
steady-state synchronous solution phase 
angle defined in equation (3) 
base rotor natural frequency, (T~l) 
rotor natural frequency resulting from 
loose or tight nonlinearity, ( T - 1 ) 
base rotor damping factor 
rotor damping factor including 
clearance effects 
rotor rotation angle illustrated in Fig. 1 
rotor rotational speed, (T~ ' ) 
complex root defined in equation (39), 
( r - i ) 

perturbation about co = 2X excitation 
frequency, (T _ 1 ) 
Coulomb damping factor 
polar coordinate illustrated in Fig. 1 
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Fig. 2 Steady-state solution for the Jetfcott Model with gravity 

R
x + 2{0\0Rx + \2

0[l-eU(RY)]Rx = ao,2 cos</> 

(4) 

RY + 2{0\0RY + 'hl[l-eU(RY)]RY = ao)2sm<t>-g 

where U(RY) is the unit step function defined by 

U(RY) = 0 ; RY<0 

U(RY) = 1 ; RY>0 

Normal-Loose Parametric-Excitation Analysis 

The parameter e in equation (4) lies in the range 0 < e < 1, 
with e = 1 corresponding to a complete loss of radial stiff
ness. In the present analysis, we assume that e is small in 
comparison to unity, and examine the following perburbation 
solution 

R> D(l + e)cos(<t> + \l/) + Xi 

RY = D(l+e)sin((t> + \P)-D+yl 

(5) 

where *, and y] are assumed to be small compared to D. 
Observe that the amplitude of the synchronous portion of this 
solution is slightly larger than the static amplitude D; hence 
the synchronous orbit periodically traverses the region of 
reduced radial stiffness. The present analysis seeks to 
determine the influence of this periodic stiffness variation on 
the perturbation variables *, , yt. 

Substituting equation (5) into equation (4) and discarding 
second order terms in e yields the perturbation differential 
equations 

jf, + 2t0\0xl+\lxl[l-eU(RY)] = egcos((l> + 4<)U(RY) 

(6) 

h( l -£ )S t , 

Fig. 3 The Y component of radial spring force as a function of R y 

We assume that the system is lightly damped, and operating 
well above its critical speed; hence, i/< = - ir. For con
venience, the initial rotation angle is chosen1 to be </>0 = 
- ir/2. Hence the differential equations become 

x, + 2£0\ox, +\2
lxl[l-eU(RY)]= -egsmo>tU(RY) 

y\ + 2{0\0y]+\2
0yl[l-eU{RY)]-

(7)-

-eg(l-coswO U(RY) 

As noted above, the present analysis seeks to determine the 
influence on the perturbation variables # , , yx of a periodic 
stiffness variation due to synchronous motion. Further, we 
have assumed that yx is small compared to D. Hence the 
following additional assumption is made 

U(RY) - U{RY0) 

where R Y0 is the base synchronous solution 

i?yo=.D(l + e)cosurf-Z> (8) 

The functions RY0 and U{RY0) are both illustrated in Fig. 4. 
The function RYQ is positive over the rotation angle 2/3, and 
yields U(RY0) = 1 over this interval. The angle /? is related to 
eby 

cos/3 = 1/(1+ e) 

and for small /3 is defined by 

/ 3 = ( — ) =(2e)'Hl-e + e2 + 

The Fourier series definition for U(RY0) is 

•K 

(9) 

U(Rm) 
(3 

[ 1 + / ( ' ) ] 

(10) 

/ o = 2YdcJcosJut siny/3 

y/3 

The functions (1 — cosco?) U(RY0) and sinco/ U(RY0) in 
equation (7) yield Fourier series on the order of (/3/7r)3 and are 
assumed to represent a negligible direct excitation of the 
perturbation equations. In any case, it is the homogeneous 
portion of equation (7) which is of interest. The homogeneous 
equations for xt and j , in equation (7) are equivalent, and the 
equation for^, may be stated as 

y\ + 2^\oy)+\2
0yAi-tU(RY)) 

•eg[l-sin(^ + ^)]U{RY) This is equivalent to the choice of the initial time. 
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Fig. 4 The function flYo T r o m equation (8) and the associated function 
U(Ryo) 

y\ +2f0X0j>s +Xg[(l -q) -qf(t)]y, = 0 ^ (ID 
7T 

The looseness model yields both a reduction in the apparent 
natural frequency and a harmonic oscillation in the coef
ficient of .y,. The equation may be restated as a Hill equation 
[2] of the form 

y " + 2f( — }y', + ( — ) [l - 2q £ C,COS./T].)>, 0 

where the prime denotes differentiation with respect to the 
dimensionless time variable, T = cot, and 

x2 = \i;(i-<7) ; rx=r0\> 
The stability requirements for this equation are [2] 

[(^•-(rr-o'^w 
•f'O'^O'-'-1'2--- <i2» 

In general, this inequality yields the possibility of an in
stability at the running speeds 

n „ x , 2X 2X 
co = 0, 2X, A, — , . . . — 

3 m 
Our interest here is with the co = 2X parametric excitation 
frequency, since the experimental data cited and provided by 
Bently demonstrate a half-frequency whirl associated with 
normal/loose bearing characteristics. For small /3, the un
stable speed range about co = 2\ is defined from the j = 1 
condition of (12) by 

Ks) 
1 •i^y^M^y 

For zero damping this reduces to 

l-g*(lkY *1+q--2\ 

while for co = 2\, and small q, the peak damping required for 
stability is 

r(o) = 2X)sq/2 (13) 

Figure 5 illustrates the stability curves in terms of q and the 
new parameter p, defined by 

k=x+p (14) 

where p represents the fractional change in running speed 

.40 

.30 

.20 

.10 

.00 

- . 10 

-.20 

-.30 

.40 
Fig. 5 Stability curves for normal-loose (q > 0) and normal-tight (q < 
0) parametric excitation 

about co = 2X. Our normal-loose model has been predicated 
upon a positive value for e as illustrated in the top-half q 
plane, where motion is stable below the stability curves. The 
lower half plane, corresponding to negative e values, defines a 
normal-tight stiffness condition. The parameter q is 
proportional to both e, the increase/decrease in radial stiff
ness parameter, and (3/7r the fraction of the rotor's whirl orbit 
for which an increase/decrease in radial stiffness results. 
Hence increases in either e or j8/ir broaden the range of un
stable speeds centered about w = 2X. 

Normal-Loose Nonlinear Analysis 

The analysis of the preceding section provides a linear 
parametric-excitation explanation for the 1/2 frequency whirl 
motion cited and experimentally produced by Bently, but fails 
to explain his 1/3 frequency motion. The following nonlinear 
analysis provides an explanation for the 1/3 frequency motion 
and an alternative explanation for the 1/2 frequency motion. 

Following conventional nonlinear analysis procedures [2], 
the following perturbation solution is assumed for equation 
(4). 

Rx = x0 + ex{ , RY=yo + ty\ 

(15) 

X2 \l-eh 
Substitution from this equation yields the following per
turbation differential equations 

x0 + \2x0 = ao>2 cos4 

9a + \2y0=ao>2 s'm(t>-g 

e1: x, + X2*, = -hx0 + X2 U(RV )x0 

y\ + \2y^ = -hy0 + \2U(Rv)y0 

(16) 

(17) 

where, for our present purposes, damping has been dropped. 
The half-frequency subharmonic solution will be in-
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u<V «<5»o> 

Fig. 6 The function y0 from equation (18) and the associated function 
U(y0) 

Fig. 7 
U(Vo) 

The function y0 from equation (23) and the associated function 

vestigated first, and we accordingly set w = 2X, and for 
convenience, choose 4>Q = - ir/2 to obtain the following e° 
differential equations 

+ \2x0 = 4a X2 sm2\t *o 

y0 + \2yn = -4«X2 cos2X/ —g 

The particular solution for y0 is 

-Acos2\t-D 
4a 

As noted earlier, if A < D, the solution is not influenced by 
the radial stiffness discontinuity. If A = D(\ + e) is slightly 
larger than D, the synchronous motion itself provides a 
periodic activation of the nonlinearity, and leads to the 
parametric excitation situation of the preceding section. To 
investigate the possibility of subharmonic motion, we con
sider a complete solution for y0 of the form 

y0 =bcos\t+A cos2\t—D 

The additional term of this solution would decay ex
ponentially in a linear damped system. In the present 
nonlinear system, it may reinforce itself and be sustained in a 
steady-state condition. 

To consider this possibility, we assume U(Ry) = U(y0). 
The nonlinearity is activated by the motion providing (b + A 
— D) > 0, and is always activated if A >D. For convenience, 
we assume2 that A = D, i.e., 

y0=bcos\t+D(cos2\t~l) (18) 

With this solution, any finite amplitude transient solution 
amplitude b > 0 will periodically activate the nonlinearity at 
the fundamental frequency X. The functions y0 and U(y0) are 
illustrated in Fig. 6. The assumed solution yields a periodic 
variation in radial stiffness at the frequency X over a 0/ir 
fraction of the 2ir/X period. The angle (3 is defined by 

6 cos/3 + £>cos2|8 = D (19) 

The function Y0 Uy may be expanded in the Fourier series 

Y0U(yQ) = ~- + Tja' cos/Xf ; a,— — \ y0 cosiXtdt 
2 ; = ] 7T J 0 

Substituting this result, together with y§ from equation (18), 
into equation (17) yields 

y\+\2yx = (r>h+ ^ y - ) +cos\t(~bh + ai\
2) 

+ cos2X/(-Dh + a2'K
2) + a^\2 cos3X? + . . . 

The constant term on the right indicates that the normal-loose 
radial stiffness model causes the average rotor position to be 
above the static deflection position Rv = —D. The secular 
term on the right is removed by requiring 

h = ax\
2/b=Q\2 (20) 

where 

sin2/3 D , . -. „ . - 1 
1 + — - ^ + — (sin3/3 - 3 sin/3) 

2 3o J 

For small /3 and (b/D), one obtains from this result and 
equation (19). 

- 1 / 7j3\ - 1 (2b\ 'A 

G%(1+j) ; ^ 2 ( 0 ) ( 2 1 ) 

Hence, h is always positive and is well-behaved for reasonable 
values of b/D. Substituting from equation (20) into equation 
(15) yields the frequency relationship 

X2 = Xg/(l + eQ) (22) 

This result indicates that a 1/2 frequency subharmonic 
solution can be generated for a range of running speeds at or 
below the value o> = 2X0, depending upon the ratios (b/D) 
and e. 

In a comparable analysis [2] of Duffing's equation or 
similar nonlinear differential equations, the stability of the 
nonlinear solution provided by equation (18) is investigated 
by examining a perturbation about the assumed solution of 
the form Ry = y0 + eu. However this is not possible for the 
differential equations (4) because the functions XQ[1 -
eU(RY)]Rx, XQ[1 - eU(RY)]RY have discontinuous 
derivatives with respect to the coordinates Rx, RY- The close 
resemblance between the solution of equation (18) and 
Bently's experimental results provides the strongest evidence 
for the stability of the subharmonic solution. 

The 1/3 running-speed solution is investigated by setting w 
= 3X in equation (16) to obtain 

x0 + X2^0 = 9aX2 sin3Xt 

y0 + ^ o -9aX2 cos3Xt-g, 

where once again <£0 = 7r/2. The assumed solution for y ;s 

9a 
70 = fecosXr+Z>(cos3X?-l) ; D= —- (23) 

This solution corresponds to the initial conditions ya = b,y0 = 0. 

As illustrated in Fig. 7, this function is positive for 0/TT of the 
fundamental period where 0 is defined by 

bcos0+Dcos30=D 

The remaining analysis for the 1/3 frequency motion is the 
same as that employed for the 1/2 frequency motion, with 0 
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Fig. 8 Radial clearance function for normal-tight interference 

replacing /3. However, the small /3 and (b/D) solutions of 
equation (21) now reduce to 

- 1 / 19 -\ - 1 /2b\ Vl 

Q%(1 +^) ; P'I(D)
 (24) 

This result demonstrates that /3 is smaller than /3 for the same 
b/D ratio, and the corresponding frequency reduction is also 
smaller. 

Normal-Tight Rubbing with Coulomb Damping 

The preceding analysis for the normal-loose motion is 
mathematically equivalent to a normal-tight condition if 
Coulomb damping is neglected. Simply changing the sign of e 
in equation (4) yields an increase in stiffness rather than a loss 
of stiffness. However, the following analysis will demonstrate 
that the presence of Coulomb damping during rubbing can 
cause markedly different results between the normal-loose 
and normal-tight conditions. 

As illustrated in Fig. 8, the radial clearance function bet
ween the shaft equilibrium position and its stator at a 
specified axial location is assumed to be of the form 

H(6) = B-Ccose (25) 

Hence the clearance varies from a minimum of B — C on the 
right to B + C on the left, and the shaft is in contact with the 
stator if R > H. For an assumed forward precessional 
motion, the equations of motion are 

Rx + 2f0Xo Rx + X2
0RxU+eU(R-H)] = aw2 cos</> 

- ii\l(l + e)(R-H)~U(R-H) 
K 

(26) 

RY + 2t0\0RY + KRY[l + eU(R-H)] = au2sm<i> 

+ ix\U\ + e)(R~H)^U(R-H) 
K 

where /J. is the Coulomb damping factor. These equations 
state that rubbing causes the radial stiffness to increase from k 
to k(\ + e), and also yields a tangential Coulomb damping 
force. 

The normal-loose model in the preceding portion of this 
discussion permitted a planar analysis. However, the 
Coulomb damping term in equation (26) couples the motion 
in the X— Z and Y— Z plane. A parametric excitation analysis 
continues to be feasible for these equations, and is demon
strated in the following section. A nonlinear perturbation 
analysis to examine subharmonic motion was begun, but 

requires an analysis of the second-order perturbation 
equations which was not attempted. 

The parametric-excitation analysis which follows differs 
from the earlier analysis by the author [5] in the use of a more 
reasonable interference model, and Cartesian rather than 
polar coordinate kinematics. This coordinate selection yields 
somewhat different perturbation equations and final results. 

Normal-Tight Parametric-Excitation Analysis 

A perturbation about the synchronous solution of the form 

Rx = E(\ + e)cos(4>+\j/)+X\ 

(27) 

RY - E(\ + e)sin{4>+\j/)+yx 

where xx and yt are assumed to be small compared to the 
minimum clearance 

E=B-C (28) 

is assumed. Substituting this solution into equation (25), and 
discarding second and higher order terms in e yields the 
perturbation equations 

x\ + 2{0\0xt+\2
0[l+eU(R-H)]xl 

= -eX§£ ,[cos(0+^)-/xsin((/>+i/')]t/(i?-//) 

- e ^ i b i U(R-H) 

y\ + 2t0\oyi+\2
Q[l + eU(R-H)]y] 

= -e\lE[sm(<t> + \l/) +^cos(4> + \ldW(R-H) 

+ e/xXg*, U(R-H) 

We continue to assume that co is substantially greater than the 
natural frequency X0; hence ^ — —IT, and choose 4>0 = -K 
which yields 

*, + 2r0X0i1+Xjj[l + e t / ( / ? - / / ) ] * , 

= -eXo[cosarf — /ishW] £/(/? — H) 

- epXJb'i U(R-H) 

y\ + 2{0\oyi+\2
0[l+eU(R-H)]y] 

= -e\l[sincot + ij.coso3t]U(R-H) 

+ e^Xgx, U(R-H) 

Assuming that x, and yx are small compared to E, the 
solution of equation (27) causes R to exceed H for o>t in the 
interval [ - 0,0], with /J defined by the relationship 

E(l + e) = B-Ccos/3 

or (30) 

e(B-Q = C(l-cos/3) 

Hence, the function U(R-H) may be expanded in the 
Fourier series 

U(R-H)= - % + / ( , ) ] (31) 
•K 

where 

/ ( 0 = 2 ]C CJ cosy'cor ; c,- = —-=- (32) 

The terms cosut U(R — H), smut U( R — H) on the right hand 
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side of equation (29) may be expanded in comparable series; 
however, we are concerned here with the homogeneous 
solutions for these coupled time-varying equations. The 
definition provided by equation (31) for U(R — H) yields the 
following homogeneous equations 

xx + 2tXxx+X2[\+qf(t)]xx-qnX2[\+f(t)]yx =0 

(33) 

y\ + 2tXyx+X2[l + qf(t)]yx +« /»X 2 [ l+ / (0]* i =0 

where second order terms in e have been dropped, and 

X2 = X2
0(l + q) , fX=f0X0 , < ? = ^ (34) 

•K 

Equation (34) demonstrates that rubbing contact increases the 
rotor's natural frequency. 

The stability of these coupled time-varying equations will 
be examined by a method due to Struble [7] and Hsu [8]. The 
first step in this procedure is the determination of potential 
parametric excitation frequencies. To this end, the following 
perturbation solution 

x = ax cosXt + bx sinXt + qu 

y a2 cosXt + b2 sinXt + qv 

is substituted into the first of equation (33). Neglecting 
damping, the result may be stated 

ii + X2u = -X7(ax cosXt + bx sinX?)/(0 

+ /iX2(a, cosXt + b2 sinX/)(l +f(t)) (35) 

where second and higher-order terms in q have been 
discarded. An inspection of this equation shows the potential 
parametric excitation frequencies to be 

n ^ , 2X 2X 
u,=0,2X, X, — , . . . — , 

3 j 
since if to is equal to any of these values, terms will result on 
the right-hand side of the form C cosX/ or C sinXt, and the 
solution for u will diverge. The w = 2X parametric-excitation-
frequency possibility is of interest, since it agrees with Ben-
tly's experimental results. This potential parametric excitation 
frequency term results from the c, cosco/ term of the f(t) 
series in equation (32). 

Establishment of the unstable speed range about the 
running speed a = 2X is mananged by (a) assuming a 
solution of the form 

ax (t) cosXt + bx ( 0 sinX? 

yx = a2 ( 0 cosXt + b2 (t) sinXt 

(36) 

where the coefficients a,, bx, a2, b2 are assumed to be slowing 
varying, (b) setting w = 2X + A where A is small, and jc ) 
retaining only the first term in the series definition f o r / ( 0 -
This term, c, cosco/, is responsible for the co = 2X parametric 
excitation, and for small /3, c, = 1. The resulting equations 
are 

-2X<7, sinX/ + 2£>, XcosXt 

+ 2fX(a, cosXt+i>t sinXt — Xax sinXt+Xbx cosX?) 

+ 2<5rX2(al cosXt + bi sinXt)cos(2X + A)t 

— txqX2 (a2 cosXt + b2 sinXt) 

-2fiqX2(a2 cosXt + b2 sinX0cos(2X + A)? 

-2Xd2 sinXt + 2Xb2 Xcos2X? 

+ 2fX(a2 cosXt + b2 sinXt-Xa2 sinXt + Xb2 cosXt) 

+ 2qX2(a2 cosXt + b2 sinXt)cos(2X + A)t 

+ nqX2(ax cosXt + bx sinXt) 

+ 2fiqX2(at cosXt + bx sinX0cos(2X + A)? 

where second derivatives of the slowly-varying coefficients ax, 
bx,a2, b2 have been dropped. The differential equation for ax 

is obtained by multiplying the first of these equations by 
sinXt, and integrating over the interval [0, 27r/X], treating ax, 
b\, a2, b2 and smAt, cosA/ as slowly-varying parameters. 
Similar procedures are employed for the remaining variables 
to obtain the following system of equations 

dx - X(bx-Xax)+ -~ (axsmAt + bxcosAt) = 0 

+ c - X(b2 -a2 smAt — b2 cosA?) 

b\ + f(a t + Xbx) + — (ax cosAt-bx sinA0 = 0 

- ii- X(«2 +a2 cosAt-b2 sinA/) 

qX a2 ~ £(b2-Xa2)+ — («2 sinAt + b2 cosA0 = 0 

- n-X(bx-axsmAt + bxcosAt) 

b2 ~ £(d2 + Xb2)+ — (a2 cosAt-b2 sinA0 = 0 

q 
+ fi-X(ax+axcosAt — bx sinAt) 

Substituting the change of variables 

Xx = ax +jbx , Yx =ax-jbx 

X2 = a2+jb2 , Y2=a2-jb2 

yields the complex differential equations 

AT,(1 +J0 + fXX, +jdYye-J" -jdix(X2 + Y2e-JA') = 0 

Yx(\-J0 + $XYx-jdXxei" +jdix{Y2+X2e*') = 0 

X2(l+M + [XX2+jdY2e-JA>+jdv(Xx + Yxe-JA') = 0 

Y2(l-J0 + ^XY2-jdX2eJA,-jd^(Yl+Xxe'A') = 0 

where 

d= 
qX 

(38) 

Substituting the assumed solutions 

Xx = Xxoe 
{-£)> 

, Yx = Yxoe 
("+j~)t 

X2 = X20e
 2 , Y2 = Y20e

 2 

(37) yields 
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B+fA 

-jd 

j\>d 

-jitd 

jd 

B+TX 

Ji>d 

-j^d 

-Ji>d 

j\>d 

s+rx 
-jd 

-Ji>d~ 

Ji>d 

jd 

B+rx 

^10 

^ 2 0 

^ ^ 2 0 . . 

where 

5 = ( < r - y ^ ) ( l + y f ) (40) 

and is its conjugate. Expansion of the determinant in equation 
(39) yields the characteristic equation 

M-rf2)2=-V/2|tf-(V<x-^)]2 (41) 

where 

A= \B\2 + ^\(B + B)+y2\2 

Equation (41) has the following two solutions 

A=d1±j2lxd(d-ta+-^) 

The positive and negative choices yield 

[ y (i + ?)+r(i +J'!J)] =£i +VA =(£i +D\yy 

(42) 

[ y ( l + ia) + f ( l -y f ) ] 2 =£ 1 -^ 1 =(£?+i> \)e-* 

where 

EX = ^-[i + r 2 ( i -^)]- [pd + r2)+r2]2 

4 
(43) 

£>, = ^ [ ( p + | ) ( l + f2) + f2],p = A/2 

Solving these equations for cr/X yields 

y d + r2) = - r ( i + y f )± (£?+A) l/!e'2 

~ 7 

y d + r2) = " f ( w f )± (£?+£?)**"'T 

For stability, the real part of a must be nonnegative; hence, 
either of these equations yields the following stability 
requirement. 

f> (E}+D})v'cos -j- . 

which can be stated 

4f ' t -4 f 2£' 1>Z>f 

Substitution from equation (43) yields 

P2(i + r2)(f2-M2^)+2p[r4-^2^[|(i + r2)+r2]) 

-[r2(^-r2)+^2y[|d + f2)+2r2]]̂ o m 
or alternatively 

= 0 (39) 

• / * 

<f (45) 

External damping is required to satisfy this condition for any 
finite fx > 0. The maximum required damping is anticipated 
at w = 2X o rp = 0, which reduces condition (45) to 

r ^ [>-!<-DM!)4-
For small q, the required damping is 

f(p = 0 ) = ( l + / t | ) (46) 

which, for /x = 0, agrees with the earlier result of equation 
(13). For large p, the limiting value of damping required for 
stability is defined from equation (44) to be 

f (P - ° ° ) = f* 
Q (47) 

Figure 9 illustrates the amount of damping required for 
stability as a function of p for selected values of /* and q. 
Motion is stable above the stability boundaries, and unstable 
below them. The figure confirms the results of equations (46) 
and (47). Specifically, the maximum required damping a t p = 
0 is not appreciably influenced by Coulomb damping. 
However, damping is required over a much broader speed 
range to suppress an instability due to partial rubbing. 

Discussion of Results 

The models, and accompanying analysis presented here for 
normal-loose and normal-tight radial stiffness conditions in 
rotors, basically confirm the parametric-excitation and 
nonlinear mechanisms proposed by Bently as explanations for 
fractional frequency whirl. Bently's findings with respect to 
1/2 frequency whirl were as follows: 

(a) For normal-loose conditions, the excitation frequency 
(running speed) must be twice or somewhat lower than 
the rotor critical speed. 

(b) For normal-tight conditions, the excitation frequency 
must be twice or about anything higher than twice the 
critical speed. 

The nonlinear results of equation (22) explain these shifts 
upwards/downwards of the base rotor critical speed with 
running speed as a result of the discontinuous radial stiffness 
model. This result basically agrees with Bently's view of the 
normal-tight conditions, viz., that an increase in effective 
rotor stiffness accounts for the persistence of 1/2 speed whirl 
motion with increasing speed. However, the preceding 
analysis indicates that the persistence of this motion may be 
equally the result of Coulomb damping. 

One aspect of these results which should be considered 
carefully is the magnitude of damping required to suppress 
fractional frequency motion resulting from nonsymmetric 
clearance effects. The values of q = e(P/ir), 0.1 and 0.25, 
used in Fig. 9 are comparatively modest since the relative-
stiffness parameter e can range up to unity for normal-loose 
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Fig. 9 Damping required for stability as a function of p 

conditions, and achieve much larger values for normal-tight 
conditions. Moreover, rotors operating at twice their first 
critical speed are very likely to be lightly damped, and not 
have a first mode damping factor on the order of 5 or 10 

percent of critical. Hence, as Bently emphasizes, fractional-
frequency whirl due to nonsymmetric clearance effects 
represents a very serious source of large and potentially 
damping vibration levels. 

As noted in the introduction to this paper, radial-bearing 
clearances in roller-element rotors present a continuing 
possibility of normal-loose radial-stiffness conditions, 
depending on the relative amplitudes of the static deflection D 
and synchronous amplitude A of Fig. 2. Specifically, if the 
rotor imbalance is large enough to drive the rotor orbit 
through the "dead-band" region of the radial stiffness 
function, 1/2 frequency whirl motion is likely to result over 
substantial speed ranges, irrespective of the unit's "classical" 
linear stability. Since the occurrence of this motion depends 
both on the state of rotor balance and the tolerance stack-up 
defining bearing clearances, a considerable unit-to-unit 
variation in vibration characteristics of ball-bearing units is 
likely. 
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Short Duration Measurements of 
Heat-Transfer Rate to a Gas 
Turbine Rotor Blade 
The paper describes the results of an experimental study of the effect of Mach 
number, Reynolds number, inlet flow angle, and free-stream turbulence level on 
heat transfer rate to a gas turbine rotor blade. The measurements were made in the 
VKI short-duration isentropic light piston tunnel using thin film heat transfer gages 
painted on a machinable ceramic blade of 80 mm chord and 100 mm height. The 
tests were performed for three cascade inlet Mach numbers: 0.62, 0.92, 1.15; inlet 
unit Reynolds number was varied from 0.3 x 107 m~' to 1.2 x 107 m~l; the inlet 
flow angle from 30 to 45 deg (for an inlet blade angle of 30 deg); the turbulence 
level from 0.8 percent to approximately 5 percent. The effect of changing these 
parameters on boundary layer transition and separation, on leading edge and 
average heat transfer to the blade was examined. For typical situations, ex
perimental blade heat distributions were compared with boundary layer predictions 
using a two-equation closure model. 

Introduction 
The accurate knowledge of heat transfer distribution on 

various engine components such as end walls or blades is of 
primary importance to improving the efficiency of aircraft 
gas turbines. Documentation in this area is noticeably scarce 
and there is very little reliable experimental information to be 
found that could be used to verify or develop available 
calculation techniques. This dearth of experiments results 
from the difficulty in generating good heat transfer data 
obtained under conditions which closely simulate the turbine 
environment, the important variables being Mach and 
Reynolds numbers, wall-to-recovery temperature ratio, and 
turbulence level. 

The isentropic light piston tunnel, used for these ex
periments, proved to be very well-adapted for heat transfer 
measurements on simplified geometric configurations [1]. The 
object of the present work is to demonstrate that the more 
complex situation of the flow through a transonic rotor 
cascade can also be treated. Typical comparison with a 
sophisticated boundary layer code will reveal the usefulness of 
experimental studies of this nature. 

Experimental Apparatus 
Test Facility. The test facility used for this investigation is 

the VKI isentropic light piston tunnel CT2. This short 
duration wind tunnel operates on a principle of isentropic 
compression of the test gas by a light-weight piston driven by 
compressed air until the desired total pressure and hence 

temperature are obtained. The flow through the test section is 
initiated by a fast operating shutter valve, triggered by the 
output of a fast response pressure transducer measuring the 
total pressure ahead of the piston. The principle of the facility 
is described by Jones, et al. [2]; justification and advantages 
of using such a wind tunnel is given by Richards [3]. During a 
test, (typically 100 ms), flow temperature from 400 K to 600 K 
to 600 K and reservoir pressure up to 5 atmosphere can be 
achieved. For this study, the ideal stagnation temperature was 
kept constant and equal to 430 K (giving a wall-to-recovery 
temperature ratio of approximately 0.70), this relatively low 
value facilitating turbulence measurements. Departures from 
the isentropic process have been investigated, and real flow 
temperature carefully measured using the fine wire technique 
[4], to be taken into account in data reduction. 

The Reynolds number of the incoming flow was varied by 
changing the total pressure, and the cascade outlet Mach 
number was set by adjusting the pressure in the exit dump 
tank. The CT2 facility is a cascade tunnel based on a 5 m long, 
1 m diameter tube (Fig. 1(a)) and the maximum test section 
dimensions are 100 mm (blade height) x 240 mm [5]. 

Model. All tests reported herein were carried out on the 
same rotor blade section. The cascade geometry illustrated in 
Fig. 1(b) is as follows: 
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Chord length 
Blade height 
Stagger angle 
Space to chord ratio 
Arcsin (throat/space) 
Inlet blade angle 
Design inlet flow angle 

80 mm 
100 mm 
-38.5 deg 
0.670 
21.0 deg 
30 deg 
30 deg (referred to axial 
direction) 
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(a) CT2 Hot cascade facility

"I

(b) Cascade geometry

(c) Cascade mounted

(d) Details of instrumented blade

Fig. 1 Wind tunnel and models

Design outlet flow angle - 69.5 deg
Leading edge diameter 6.25 mm
Trailing edge diameter 3.0 mm
Blade coordinates are given in Table 1.

The cascade which consisted of I ceramic and 5 aluminum
airfoils, is shown in Fig. I(c).

Blade surface pressure measurements were obtained with a
row of 31 static pressure taps located at mid-span on one
aluminum blade (17 for suction side, 12 for pressure side, 2
for leading and trailing edges). The inlet Mach number is
determined one chord upstream. The outlet Mach number is
measured and cascade periodicity adjusted using 17 wall
pressure taps located one chord downstream (in flow
direction) in a parallel direction to the blade trailing edges.

- Nomenclature

Heat transfer data were obtained with 40 thin film gages
distributed over the ceramic blade surface. Important features
concerning gage manufacturing and measurement techniques
are given below.

Turbulence Generation. The external turbulence in this
study was generated by a grid of parallel horizontal bars, 3
mm diameter, 9 mm apart giving a solidity of 0.33. With such
a grid, different turbulence intensities may be obtained by
placing it at different streamwise positions upstream of the

cascade. The turbulence level, defined here as~I U has
been measured using a VKI manufactured constant tem
perature anemometer; the evaluation of total temperature
fluctuation (which finally turned out to be negligible) was

c chord length Qw wall heat transfer {3 flow angle

c specific heat of ceramic Rec Reynolds number based on p density of ceramic

h blade height chord length
k thermal conductivity of ReD Reynolds number based on Subscripts

ceramic leading edge diameter aw adiabatic wall
K pressure gradient parameter s curvilinear distance from is isentropic
M Mach number stagnation point 0 total condition

NUD Nusselt number based on T temperature w wall
leading edge diameter Tu oo turbulence level at cascade 1 upstream

NU lll blade mean Nusselt number inlet 2 downstream
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Table 1 Co-ordinates of blade profile axes as indicated in 
Fig. 1(6) 

Suction Side 

x/c 

0.01414 
0.0 
0.00353 
0.01882 
0.05882 
0.10588 
0.17647 
0.24118 
0.31176 
0.38235 
0.45296 
0.52353 
0.61176 
0.71765 
0.82353 
0.92941 
0.96471 
0.98824 
1.0 
0.99765 

ylc 

0.02059 
0.08588 
0.13294 
0.18588 
0.25035 
0.28741 
0.31824 
0.33271 
0.33458 
0.32647 
0.31 
0.28647 
0.25094 
0.20024 
0.14318 
0.07965 
0.05647 
0.04059 
0.02118 
0.01059 

Pressure Side 

x/c 

0.01414 
0.05059 
0.09412 
0.12941 
0.15294 
0.17647 
0.20588 
0.25882 
0.32941 
0.40 
0.47059 
0.54118 
0.61176 
0.68235 
0.75294 
0.82353 
0.89412 
0.94118 
0.97941 
0.99765 

ylc 

0.02059 
0.0 
0.02682 
0.06871 
0.08976 
0.10506 
0.12035 
0.14129 
0.15647 
0.16012 
0.15565 
0.14447 
0.12941 
0.11094 
0.08918 
0.06412 
0.03576 
0.01518 
0.00 
0.01059 

performed using the classical method of varying the wire 
constant ratio. The main features of the method, and the 
assumption appropriate for the particular conditions en
countered here, are discussed in [4]. The total pressure loss 
caused by the presence of the grid measured to be 3.5 percent. 
This loss is taken into account in the values indicated in 
Table 2. 

Measuring Techniques. Local rates of heat transfer to the 
blade are obtained from the measurement of time-dependent 
variation of surface temperature using thin film platinum 
resistance thermometer gages deposited onto the blade sur
face. This transient technique has been fully described in [6]. 
The blade was machined from Corning "Macor" machinable 
ceramic using conventional tools, its surface well polished and 
the thin film gages brush painted ('Hanovia Liquid Bright 
Platinum 05-X') and fired. Several coats were generally 
needed to achieve a resistance value compatible with the 
measurement chain (typically 100 Q). The sensor active part is 
approximately 1 mm wide and 15 mm long. At each end, 
wider strips are painted (having negligible resistance) in order 
to permit the slightly protruding electrical leads (silver 
conducting painting) to be far from the central part of the 
blade. Figure 1(d) illustrates the details of the instrumented 
airfoil. 

The temperature coefficient of these thermometers was 
found by calibration to 200° C in a temperature controlled 

oil-bath. Analog networks are used to extract a signal 
proportional to heat transfer from the output of the resistance 
thermometers. 

The value of the thermal constant (pck)05 which is well 
known for quartz has not been extensively measured for the 
ceramic. For the present tests, we used the value of 0.210 J 
c m - 2 K _ 1 S ~ I / 2 obtained from relative calibration with 
identical quartz models in flat plate [4] and impingement flow 
situations. 

Since reference [1], great improvement was provided in 
data treatment and reduction using the 12-bit resolution on
line medium-speed data acquisition system designed and built 
by the VKI Electronics Department. On 16 available channels, 
10 are used for heat transfer, five for static and total 
pressures, one for shutter valve displacement transducer 
signal. Since sufficient spatial resolution is generally achieved 
with only 30 gauges, three tests are necessary to complete each 
configuration (M2. , (3,, Tu„). Sampling rate was set to 2 k 

Hz/channel for heat transfer measurements, and 25 k 
Hz/channel for turbulence measurements. Fast calibration, 
data reduction, and files management procedures are per
formed using a set of several interactive programs especially 
developed for a DIGITAL PDP 11/34 mini-computer. 
Floppy disks are used for data archiving. Using this system, 
accuracy and repeatability proved to be very satisfactory, and 
experimental uncertainty on heat transfer results is estimated 
to be less than ± 5 percent. 

Test Program and Test Conditions. The tests were made for 
outlet Mach numbers M2. of 0.62, 0.92, 1.15; however, the 
main effort was devoted to the transonic regime for which the 
blade had been designed. Values of cascade inlet angle studied 
were /3, = 30, 35, 40, and 45 deg; heat transfer distributions 
for 0, = 35 and 40 deg are not presented here although the 
corresponding data are taken into account in Fig. 6. The test 
conditions are summarized in Table 2. 

Experimental Results 
Pressure Measurements. Figure 2 shows the results of the 

blade Mach number distribution for the different conditions, 
compared with two classic predictions currently used at VKI. 
For the subcritical regime, the code is based on an extension 
of a singularities method to compressible flow [7], and, in the 
transonic case, on the solution of Euler's equations by a 
pseudo-unsteady method [8]. 

On the suction surface, agreement is generally satisfactory, 
but on the pressure side, some discrepancies are observed. 
These are caused by the two following experimental dif
ficulties. First of all, the Mach number is deduced from the 
value of the total to static pressure ratio, a method rather 

Table 2 Test conditions and symbol significance 

TEST CASE 

A 

B 

CI 

C2 

C3 

C4 

D2 

D3 

M l 

0 , 2 4 

0 . 2 7 8 

0 . 2 7 8 

0 . 3 5 0 

0 . 6 2 

1.15 

0 . 9 2 

0 . 9 2 

B l 

3 0 ° 

3 0 ° 

3 0 ° 

4 5° 

P o 
Real ,. 
(X10 - : >Pa) 

1 .275 

2 , 0 7 0 

0 .774 

1 ,571 

2 ,364 

3 . 0 7 1 

1 .535 

2 . 3 4 8 

T 

Rea l 
(K) 

4 1 9 

4 1 9 

420 

419 

418 

417 

416 

417 

T 

(K) 

2 9 6 

2 9 4 

294 

295 

292 

294 

290 

290 

( R e c ' l 

(X10~5) 

3 . 385 

6 , 3 1 5 

2 . 3 4 9 

4 . 7 9 0 

7 , 2 3 1 

9 . 4 2 1 

5 , 8 2 0 

8 . 8 6 7 

T u „ = -8* 
(No G r i d ) 

Tum = 31 Tum = 3 . 8 % T U B = 5.2% 
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0 0.2 0.4 0.6 0.8 1.0 1.2 s/c 

(a) Inlet flow angle = 30 deg 

M 2 I S =0.92 

Pi PREDICTED [7] MEASURED 

0 0.2 0.4 0.6 0.8 1.0 1.2 s/c 

(b) Exit Mach number = 0.92 

Fig. 2 Blade Mach number distribution 
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Fig. 3 Influence of Mach number on heat transfer distribution 

inappropriate for low Mach number situations. This region 
could be obtained more accurately from a velocity 
measurement with a differential transducer used to measure 
the difference between total and static pressure as for in
compressible flows. But, because of the relatively high 
pressure levels and short running time, one must be careful 
about the response time being the same on both sides of the 
transducer. Furthermore, the thinness of the trailing edge 
necessitated the use of smaller diameter tubes on the pressure 
side than on the suction side. Bending the tubes in this con

fined space may have caused either crimping or leaks which 
explain the scatter in the data. 

Heat Transfer Results. The heat transfer results are 
presented as heat transfer coefficient Qw/(Ta„ — T„) versus 
reduced distance from the leading edge. Because the boundary 
layer state is uncertain until after the data reduction is 
completed, the recovery wall temperature Taw has been 
systematically calculated using the value 0.89 for the recovery 
factor /•, as if the boundary layer were turbulent everywhere 
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on the airfoil. In the laminar regions, the Mach number is 
generally small so that Taw is very close to T0, whichever value 
of r is taken. The order of error incurred is illustrated by the 
fact that even at M = 1, it would not exceed 2 percent. 

a) Typical result. Before examining the influence of 
changing conditions on the heat transfer distribution the main 
features of the flowfield will be discussed using Fig. 3 (the 
symbol significance is given in Table 2). 

After having reached very high values in the region of the 
leading edge, the heat transfer level falls quite rapidly on 
either side of the blades: this behavior corresponds to laminar 
heating. This level of heating is slightly but significantly 
(taking into account uncertainties) increased by increasing 
free-stream turbulence but the effect is less important than at 
the stagnation point. Similar results were obtained for 
constant-pressure and accelerating laminar boundary layers 
developing on a flat plate [4]. 

For the case M2is = 0.62, the rapid increase of heat transfer 
coefficient, near s/c = 0.7 - 0.8 and only for Tu„ — 5.2 
percent, denotes the onset of transition. For smaller values of 
Tu„, heat transfer continues to diminish, but in the region 
close to the trailing edge, transition occurs for Tu„ = 3.8 
percent while for Tu„ ~ 0.8 percent the boundary layer 
appears to separate. These uncertain trends may be attributed 
to viscous phenomena particularly important on this part of 
the blade. 

On the pressure side, immediately downstream of the 
leading edge, the important deceleration causes laminar 
separation for a short distance resulting in an extremely low 
heat transfer level followed by the expected high heating rate 
due to the reattaching turbulent boundary layer. 

The influence of free-stream turbulence on the magnitude 
of this heat transfer jump is illustrated by the near disap
pearance of the laminar bubble at Tua = 5 . 2 percent. It can 
also be seen that the heat transfer in the turbulent boundary 
layer developing downstream of reattachment is not affected 
by a change in turbulence level. 

In the trailing edge zone, generally high heating rates are 
found sometimes close to values seen near the leading edge. 
This has important implications since the region is the most 
difficult to cool, unless trailing edge bleed is allowable. This 
high heating is thought to be caused by localized high speed 
flows associated with the finite size of the trailing edge. The 
effect of turbulence appears to be generally small when the 

s boundary layer on each side of the blade is turbulent. When 
the flow on the suction surface near the trailing edge is 
becoming increasingly turbulent with increase in turbulence 
level, the heat transfer rate at the extremity increases 
markedly accordingly. The importance of heating in this 
region and the dependence of its value on the state of the 
boundary layer on either side of the blade deserves an in
dependent study of the sort carried out on base pressure 
measurements [9] on an enlarged model. 

For supersonic outlet Mach number (Fig. 3(b)) at the lowest 
two turbulence levels shock induced transition is observed on 
the suction side (at s/c — 0.85). The shock wave, however, 
influences little the local heat transfer distribution for the high 
turbulence level cases when a turbulent boundary layer exists 
at that positiion. Apart from these two latter observations it is 
difficult to separate both the Mach number and Reynolds 
number effects from these results. 

b) Influence of Reynolds Number. The measurements 
obtained for different inlet Reynolds number and turbulence 
levels but keeping the outlet Mach number and inlet cascade 
angle to their design values (see Table 2) are shown in Figs. 
4(a) to 4(d). A number of interesting features can be seen 
from these plots. On the suction surface it can be seen that the 
flow changes from all laminar for the low Re cases to nearly 

completely transitional and turbulent for the high Re cases. 
Transition advances with increasing Reynolds number and 
turbulence level, and the transition region roughly has the 
same length as the laminar region. Increase in heating with 
decrease in turbulence can result in the early stages of the 
turbulent boundary due to low Reynolds number effects (see 
Fig. 4(d)). On the pressure surface a small separation bubble 
occurs in all cases with reattachment to turbulent flows. At 
the lowest Reynolds number, heat transfer decreases with 
distance, a different trend from higher Reynolds number 
cases, probably indicative of relaminarization in this region of 
strong favorable pressure gradient, as expected of a region 
(near s/c — 0.4) where the pressure gradient parameter K == 
(illpu2)duldx is 15 X 10~6 considerably greater than the 
usually accepted value of 2 X 10 "6 above which 
laminarization has been found to occur. For this case the 
heating never decreases below twice the expected predicted 
two-dimensional value, which indicates that complete 
laminarization is not achieved and possibly the flow is 
dominated by three-dimensional flow of the streamwise 
vortex type expected on concave surfaces. The recovery from 
flow separation may also have an influence on the heat 
transfer level. 

c) Influence of cascade inlet angle. The effect of increasing 
the cascade inlet angle from 30 to 45 deg has quite an obvious 
consequence on Mach number evolution around the leading 
edge, (Fig. 2). In particular the positive pressure gradient on 
the pressure side is suppressed and, consequently, the laminar 
separation bubble disappears (Fig. 5). 

For test case D3 (Fig. (b)), and Tua = 0.8 percent, the 
laminar boundary layer developing on a short distance after 
the leading edge is followed by a rapid transition. At the 
higher turbulence level it is no longer easy to distinguish the 
laminar region. 

For the low Reynolds number case (Fig. 5(a)), the ex
perimental results reveal (on the pressure side) a very in
teresting combination of the effects of high turbulence in
tensity and strong acceleration on the boundary layer, leading 
to a set of well-defined experimental heat transfer curves. 

Leading Edge Heat Transfer and Blade Average Nusselt 
Number. Figure 6 shows the blade leading edge heat transfer 
results, presented in the usual form (i.e. Nusselt number 
versus Reynolds number, both based on the leading edge 
diameter) together with classical correlations which all refer 
to the case of a circular cylinder in cross-flow and for the 
incompressible regime (10) to (14). 

The figure indicates that data correlate well and also that 
the measured effect of turbulence on heat transfer level is very 
similar in magnitude to that seen in the correlations. 
However, the fact that the experiment lies approximately 20 
percent below prediction indicate that the experiments 
probably represent an average over a finite but small area in 
the leading edge zone, in which there exists a very sharp 
gradient of pressure and heat transfer. This fact is confirmed 
by the negligible influence of inlet angle and by the Dyban and 
Kurosh correlation [13] dealing with the average value over 
the stagnation region for an angular distance of ± 60 deg. 

A brief summary of existing airfoil mean heat transfer data 
(for further details see [16]) is presented in Fig. 7, together 
with data obtained from the present results. The important 
scatter observed is undoubtedly caused by the different ex
perimental methods used by each investigator but also by the 
various types of blade sections tested. In this domain, it would 
be illusory to expect a unique correlation for each value of 
Tum but the excellent testing conditions which can be achieved 
with the present facility will certainly contribute to clarify the 
situation, and in the future, the blade loading would probably 
be a fundamental parameter to take into account. Never-
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Fig. 4 Influence of Reynolds number on heat transfer distribution 
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theless, one can see that the present data are in good 
agreement with the recent measurements of Turner [16] and 
Dumuren [17]. 

Comparison with Predictions 

Description of Boundary Layer Code. The experimental 
blade heat transfer distributions were compared with the 
results of boundary layer calculations using a two-equation 
closure model, i.e., for the turbulent kinetic energy k, and for 

the dissipation e. The basic equations, the values of modeling 
constants, as well as the low Reynolds number corrections 
which were used, are identical to those recommended by Jones 
and Launder [18]. The turbulent heat flux is modeled via 
constant turbulent Prandtl number, the usual value of 0.90 
being taken. 

The edge boundary conditions for k and e are known from 
the solution of the transport equations for these two quan
tities in their free-stream limiting form, and from the initial 
values which are easily evaluated from the turbulence decay 
measured behind the grid. 
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Fig. 5 Influence of inlet blade angle on heat transfer distribution 

DATA 

P,=30° 

O 

A 
B 

P, *30" 

® 

A 
m 

TUa, 

0.87. 

3.0% 
5.27. 

PREDICTIONS 

TUoo = 0.8 7 . AND 5.2 7 . 

KESTIN & WOOD [ l l ] 

SMITH 8, KUETHE[K] 

MUJUMDAR & 
DOUGLAS [12] 

TUoo= 0 7 . 

COLLADAY [10] 

OTHER VALUES OF T U ^ 

DYBAN & 
KUROSH [13] 

Fig. 6 Influence of turbulence on leading edge heat transfer 

For the laminar case the initial velocity profile is given by 
the solution of the Falkner-Skan equation, and for tem
perature the equivalent equation [19]. For the turbulent 
regime, the velocity profile is estimated using the very flexible 
method of Whitfield [20]; furthermore, the temperature 
profile is deduced using the Crocco relation [19]. The k profile 
is obtained using the mixing length hypothesis and assuming 
proportionality between shear stress and kinetic energy. The e 
profile is deduced using the equation relating turbulent 
viscosity, kinetic energy and dissipation profiles which are 
used in the present modeling [18]. 

The solution of the four equations is based on a numerical 
procedure similar to the well-known method of Patankar and 

Spalding [21]. Ninety points are used across the boundary 
layer and a complete calculation, as presented in Fig. 8, 
typically requires 200 s computation time on a CDC 6600 
machine. 

Typical Result. It has been noticed by various investigators 
(for example in [22]) that the k-e model, for reasons difficult 
to understand, could reasonably predict the evolution of most 
important quantities during transition at least in the case 
of an incompressible constant pressure boundary layer 
developing on a flat plate. The present set of data is most 
useful towards examining this interesting feature in a more 
realistic situation. 
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Some typical results are presented in Fig. 8. In this case, 
calculations were performed with the theoretical Mach 
number distribution, the approach taken by a designer. 
Considering first the suction side, some discrepancies are 
observed. 

The computed laminar heat transfer is not affected by the 
change in the free-stream turbulence. 

The figure also shows that the beginning of transition is not 
well located, and in some cases, not predicted at all. This dis
agreement would be taken in the light that in the calcula

tion, turbulence intensity is taken as % ' ( M ' 2 + I) '2 + H , ' 2 ) / 3 C / 2 

3 V where from experiments we deduced it as ^u 'Vf/ 2 . De
partures from isotropy can lead to important differences 
between definitions. 

The most important feature is that the evolution of the 
Stanton number during transition is far from being 
satisfactorily reproduced by the calculation. In particular, 
pressure gradient effects seem to be ignored after the process 
is initiated, causing quasi-instantaneous predicted transition 
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even in highly accelerating regions. In Fig. 8(a), predictions 
for Tu„ =3.1 and 2.8 percent with experiments for Tua = 3 
percent give a good illustration of the situation. 

In the case of a flat plate boundary layer subjected to a 
strong favorable pressure gradient, similar and even more 
characteristic results have been obtained [23], indicating that 
the model is not adapted to deal with this particular complex 
situation, which is mainly influenced by intermittency 
phenomena not catered for in the present modeling. 

Nevertheless, the well-known ability of the k-e model to 
predict highly nonequilibrium situations, or relaminarizing 
flows, makes it a very useful tool. Great benefit would be 
obtained by the introduction of higher empiricism for the 
treatment of the transitional region, however. 

In Fig. 8(6), on the pressure side, the prediction is shown to 
compare more favorably with the experiment, although the 
conditions are undoubtedly more complicated remembering 
the inevitable interaction between free-stream turbulence and 
three-dimensional effects expected to occur on concave 
surfaces. 

In the case of a turbulent boundary layer developing 
downstream of a reattachment point, (Fig. 8(a)) the result of 
any boundary layer prediction seems to be compromised 
because of the lack of information concerning the profile 
shapes necessary to start the calculation. In the present case, 
the calculation started at s/c = 0.20 with a realistic velocity 
profile (computed after [20], for a form factor of 3) leads, in 
the case of Tu„ =0.8 percent, to an underestimation of more 
than 30 percent of the heat transfer level but to a satisfactory 
result in the case of Tux — 5.2 percent although the ex
periment demonstrates only negligible influence of Tu„. 

Conclusions 
The paper presents detailed heat transfer measurements 

made on a gas turbine rotor blade under differing conditions 
of Mach number, Reynolds number, inlet flow angle, and 
flow turbulence level. These were made under the well-
controlled conditions obtained in the short duration flow of a 
piston tunnel, and hence are considered particularly useful 
towards validating or developing predictive techniques for 
designers of turbine cooling systems. The most noteworthy 
observations are: start of transition advances with increase in 
Reynolds number and turbulence level; stagnation point, 
laminar and transitional heating are increased by turbulence 
but turbulent heating is unaffected; in regions of high 
favorable pressure gradient, the heating rate reflects initiation 
of laminarization; high heating is found at the trailing edge of 
finite thickness; transition can be initiated by the presence of 
shocks in transonic flow; separation bubbles easily recognized 
on the suction surface disappear with increased inlet flow 
angle. The tests illuminated several areas of uncertainty in 
flow behavior, such a separated boundary layers, trailing edge 
flow, shock boundary layer interaction, which deserve closer 
experimental examination. 

A sophisticated boundary layer calculation using a second 
order closure model was compared with typical 
measurements. The results were found to be encouraging 
although some fundamental discrepancies were observed. In 
particular, the calculation coped poorly with the variation of 
heat transfer in the transition region and in the prediction of 
the turbulent boundary layer downstream of the separation 
bubbles. It is suggested that empirical modeling of in
termittency could improve the predictions. 
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even in highly accelerating regions. In Fig. 8(a), predictions 
for Tu„ =3.1 and 2.8 percent with experiments for Tua = 3 
percent give a good illustration of the situation. 

In the case of a flat plate boundary layer subjected to a 
strong favorable pressure gradient, similar and even more 
characteristic results have been obtained [23], indicating that 
the model is not adapted to deal with this particular complex 
situation, which is mainly influenced by intermittency 
phenomena not catered for in the present modeling. 

Nevertheless, the well-known ability of the k-e model to 
predict highly nonequilibrium situations, or relaminarizing 
flows, makes it a very useful tool. Great benefit would be 
obtained by the introduction of higher empiricism for the 
treatment of the transitional region, however. 

In Fig. 8(6), on the pressure side, the prediction is shown to 
compare more favorably with the experiment, although the 
conditions are undoubtedly more complicated remembering 
the inevitable interaction between free-stream turbulence and 
three-dimensional effects expected to occur on concave 
surfaces. 

In the case of a turbulent boundary layer developing 
downstream of a reattachment point, (Fig. 8(a)) the result of 
any boundary layer prediction seems to be compromised 
because of the lack of information concerning the profile 
shapes necessary to start the calculation. In the present case, 
the calculation started at s/c = 0.20 with a realistic velocity 
profile (computed after [20], for a form factor of 3) leads, in 
the case of Tu„ =0.8 percent, to an underestimation of more 
than 30 percent of the heat transfer level but to a satisfactory 
result in the case of Tux — 5.2 percent although the ex
periment demonstrates only negligible influence of Tu„. 

Conclusions 
The paper presents detailed heat transfer measurements 

made on a gas turbine rotor blade under differing conditions 
of Mach number, Reynolds number, inlet flow angle, and 
flow turbulence level. These were made under the well-
controlled conditions obtained in the short duration flow of a 
piston tunnel, and hence are considered particularly useful 
towards validating or developing predictive techniques for 
designers of turbine cooling systems. The most noteworthy 
observations are: start of transition advances with increase in 
Reynolds number and turbulence level; stagnation point, 
laminar and transitional heating are increased by turbulence 
but turbulent heating is unaffected; in regions of high 
favorable pressure gradient, the heating rate reflects initiation 
of laminarization; high heating is found at the trailing edge of 
finite thickness; transition can be initiated by the presence of 
shocks in transonic flow; separation bubbles easily recognized 
on the suction surface disappear with increased inlet flow 
angle. The tests illuminated several areas of uncertainty in 
flow behavior, such a separated boundary layers, trailing edge 
flow, shock boundary layer interaction, which deserve closer 
experimental examination. 

A sophisticated boundary layer calculation using a second 
order closure model was compared with typical 
measurements. The results were found to be encouraging 
although some fundamental discrepancies were observed. In 
particular, the calculation coped poorly with the variation of 
heat transfer in the transition region and in the prediction of 
the turbulent boundary layer downstream of the separation 
bubbles. It is suggested that empirical modeling of in
termittency could improve the predictions. 
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designers. It points to the fact that this important effect has to 
be considered in any heat transfer design analysis. Otherwise, 
the surface heat flux on the suction side of the blade will be 
grossly underestimated. In view of the push for higher turbine 
efficiency, and hence, higher inlet gas temperature to the 
turbine, this underestimation of surface heat flux could 
severely affect the durability and life of the blades. Since the 
turbulence level of the inlet gas stream in a turbine is usually 
of the magnitude of ~ 15 percent or greater, it would be 
interesting to see if the suction side surface heat flux would be 
further affected when the free-stream turbulence level is 
increased from 5.2 to about 15 percent. Perhaps Dr. Consigny 
and Professor Richards would care to speculate on this 
behavior. 

The Reynolds number effect on transition is most con
vincingly presented in Figs. 4(a-d). However, in addition to 
this and the free-stream turbulence effect discussed by Dr. 
Consigny and Professor Richards, the effect of blade 
geometry (surface curvature) is also important. Surface 
curvature effect on turbulent flow is well documented [24, 
25]. With the right convex curvature, turbulence in the 
boundary layer could be "turned off" [26]. Hence, one would 
expect that increasing the convex curvature on the suction 
surface could delay transition for flows with the same 
Reynolds number. Evidence in support of this argument can 
be found in the measurements obtained by Liepmann [27]. 

Liepmann's data are used to develop a transition criterion 
that takes into account such effects as pressure gradient, 
surface curvature and roughness, Mach number and free-
stream turbulence. The criterion is then used to determine an 
intermittency factor which is used to modify the eddy 
viscosity. Thus formulated, transitional flow with a finite 
transition region, the length of which depends on the in
fluences of the various effects, is calculated rather than a 
point transition as shown in the calculations of this paper. 
The calculations are in good agreement with some heat 
transfer measurements on turbine blade cascade obtained 
recently at General Electric Company. These data are quite 
similar to those shown in Figs. 4(a — d), and they are obtained 
at a temperature ratio, Tw/T0 = 0.4, which is more 
representative of actual turbine conditions. Both the data and 
the calculations will be submitted for publication. 

Dr. Consigny and Professor Richards's conclusion that 
empirical modeling of intermittency is required to improve 
the surface heat flux prediction is borne out by our 
calculation. It will be interesting to see if the proposed 
transition criterion can also correctly predict the data 
presented in Figs. 3-5. Finally, it should be pointed out that, 
in order to correctly calculate the heat transfer on the pressure 
side, the ability to predict and calculate across a separation 

bubble is essential in any turbine blade heat transfer boun
dary-layer calculation. An effort is presently underway in 
General Electric to develop just such a technique. 
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Component Mode Synthesis of 
Large Rotor Systems 
A scheme is presented for calculating the vibrations of large multi-component 
flexible rotor systems based on the component mode synthesis method. It is shown 
that, by a modal expansion of the elastic interconnecting elements, the system 
modal equation can be conveniently constructed from the undamped eigen 
representations of the component subsystems. The capability of the component 
mode method is demonstrated in two examples: a transient simulation of a two-
spool gas turbine engine equipped with a squeeze-film damper; and an unbalance 
response analysis of the Space Shuttle Main Engine oxygen turbopump in which the 
dynamics of the rotor and the housing are both considered. 

Introduction 

When the total number of degrees of freedom of a dynamic 
system is too large for even modern digital computers to 
handle economically, analysts resort to the modal method in 
which the system is represented by its free vibration modes. 
The advantage of using a modal representation consisting of a 
few low frequency modes is that the associated problem size 
can be reduced, leading to a subsequent saving in computer 
time [1-12]. The modal method has been a popular tool in 
solving difficult problems involving single and double spool 
rotors. Childs [1-2, 4-5] performed transient rotor-dynamic 
analyses with undamped normal modes. Choy [6, 8] and 
Gunter, et al. [7] evaluated the accuracy of the modal method 
in single-shaft linear rotor analysis including bowed shaft and 
skewed disk effects. Transient analyses of dual-rotor aircraft 
engines were attempted by Dennis, et al. [3] and Childs [4]. In 
both papers, the transient orbits of the rotors due to suddenly 
applied unbalance were computed with the undamped normal 
modes of the linearized system. In [4], rotor viscous 
destabilizing internal damping was accounted for by 
judiciously applying anti-symmetric, cross-coupled stiffness 
factors to the modal equations. In all these analyses, the 
system modal equation was based on normal modes 
calculated from the full equation of motion of the complete 
system. 

A more advanced form of the normal mode method is 
offered in the use of component modes [9-11]. In this scheme, 
a dynamic structure is partitioned into a number of smaller 
substructures. Each substructure modal character is in
dividually derived, through analytical means or actual 
vibration testing [12]. The total structure is then constructed 
from a reduced number of component modes from each 
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substructure. This procedure, besides having the benefit of 
representing thousands of degrees of freedom by only a 
handful of normal modes, also allows one to build a sound 
analytical model because each substructure can be con
veniently checked for accuracy before assembly. Fur
thermore, equation size that the computer has to handle at 
one time can be further reduced, and the type of interface 
between the substrucures can be altered without having to 
recalculate a new set of modal coordinates. Component mode 
synthesis is used extensively in the aerospace industry for the 
calculation of the undamped natural frequencies of large air
frame structures. Hurty [9] and Craig, et al. [10] are among 
the earlier investigators. A summary on component mode 
analysis was presented by Hou [11]. Experimental extraction 
of undamped modes and the use of a "building block" ap
proach were investigated by Klosterman [12]. In most ap
plications, the substructures are required to share common 
degrees of freedom at the interconnections of the sub
structures. Therefore, a set of constraint equations is 
necessary to determine a reduced modal equation of motion. 
In rotor systems, a similar but different problem is usually 
encountered. Interface between substructures consists of 
bearings, seals, and flexible supports that are themselves 
elastic. When there is no common degree of freedom being 
shared by the substructures, flexible connections can be in
troduced simply as generalized damping, stiffness, and forces 
into the modal equations. This procedure is exemplified in the 
analysis of .a linear rotor-casing system using undamped 
modes [5]. Childs started with two sets of casing modes in the 
two asymmetric planes. Together with the rotor free-free 
modes, the undamped modes of the rotor-casing system (i.e. 
the free vibration modes of the total system) were obtained 
using component mode synthesis. The system modes were 
then used to develop the system modal equations with the 
added damping. The total number of generalized coordinates 
is equal to the number of undamped component modes 
originally used. 

In this paper, a systematic approach to establish the modal 
equation of motion from component modes is presented. 
Here, it is built directly from the component modes of the 
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substructures; therefore, the extra step involved in computing 
the system undamped mode (as it is done in [5]) is eliminated. 
The scheme is completely general and not limited to any fixed 
system configuration. 

Theory 

A component mode analysis starts with dividing the system 
into a number of substructures or subsystems. There is 
generally no constraint on how large a portion of the total 
system that each subsystem represents. For example, a 
subsystem may include all possible degrees of freedom in a 
rotor shaft. Alternatively, the same rotor may also be 
represented by three subsystems: one for the coordinates in 
the two lateral planes, one for torsion, and one for axial 
vibration. The undamped orthonormal mode shapes and 
eigenvalues of each subsystem are obtained by omitting all 
interconnecting elements and damping. (The associated 
eigenvalue problem may be solved by the transfer matrix 
method for all rotors and beam-like structures. More com
plicated structures may be treated by the finite element 
method.) 

For a subsystem consisting of a linearly elastic nonrotating 
structure, the stiffness matrix is always symmetrical. The 
eigenvalue problem is 

lMx][x}+[K3]{x) = lO) (1) 

and the orthogonality may be expressed as 

[<t>]T[Mx][<f>} = [I] (2 ) 

_ Nomenclature 

e = viscous damping coef
ficient (T) 

eu = unbalance eccentricity 
Jp,JT = po la r moment and 

transverse moment of 
inertia of a disk (ML2) 

Re[ ] = real part of the complex 
quantity in [ ] 

X, Y, x,y = lateral displacements (L) 
x,y = velocities in x and y 

directions (L/T) 
x, y = accelerations in x and y 

directions (L/T2) 
Z,z = axial displacement (L) 
a, |S = phase angle of unbalance 

in lateral and rotational 
coordinates 

e = dry friction loss angle 
8 = rotating coordinate with 

vector in the Y direction 
4> = rotating coordinate with 

vector in the —X 
direction 

T = disk skew angle 
fs = viscous modal damping 

ratio 
\p = torsional coordinate with 

vector in the Z-direction 
a; = frequency of harmonic 

vibration (1/T) 
0 = rotor spin speed (1/T) 
Q = rotor acceleration (1/T2) 

Matrices 
[C] = system damping matrix 

[Cxx],[Cyy],[Cxe] . . . etc = bearing damping matrices 

[*]r[^,][*] = [« i
2] 0 ) 

And for a subsystem consisting of a rotor, the stiffness 
matrix is generally asymmetrical due to internal friction and 
asymmetric bearing stiffness. The usual approach is to 
separate it into a symmetric part and an asymmetric part [5-
7]. Only the symmetric stiffness part is used in the evaluation 
of the undamped component modes. The asymmetric part is 
added to the modal equations at a later stage. Following this 
approach, one has the choice of either the free-free rotor 
modes, containing the shaft stiffness alone, or the rotor-
bearing modes, containing both the shaft stiffness and the 
principal bearing stiffnesses. In the first case, the eigenvalue 
problem for the free-free rotor modes has the same form as in 
equations (1) to (3). In the second case, identical modal 
characteristics are used in both lateral planes to minimize the 
amount of computations. Hence, the mean bearing stiffness 
in the lateral directions is considered; the eigenvalue problem 
becomes: 

r [Kxx\ + [Kyy] "I 
[Mx]{x) + [[KS]+ ~ 2 ~ ] U ) = (0] (4) 

with the orthogonality, 

Mr[MJ[</>] = M (5) 
[<l>]T[[Kxx] + [Kyy}][4>} 

[</>] T[KS] [</>] + ~ 2 ~ = K 2 ] (6) 

The modal transformation for the rotor in the lateral planes is 
therefore given by, 

[c] = modal damping matrix 
[c]('j) = modal damping due to 

interconnections 
[J,], [Jp] = transverse and polar 
~ — moment of inertia 

[7] = unity matrix 
[Kxx],[Kyy],[Kxe], . . . etc = bearing stiffness matrices 

[Ks] = symmetric stiffness 
matrix 

[k] = modal stiffness matrix 
[£]<y) = modal stiffness due to 

interconnection 
[M] = system mass matrix 
[m] = modal mass matrix 
[0] = zero matrix 

[qM ) = generalized coordinates in 
subsystem i 

\Q\AQ\AQ\ = generalized displacement, 
velocity, and acceleration 
vectors 

[<t>] = orthonormal eigenvector 

matrix 
[co2] = undamped eigenvalue 

— diagonal matrix for rotor 
free-free modes or 
structural modes 

[o2] = undamped eigenvalue 
— diagonal matrix for rotor 

modes including bearing 
stiffness 

[ _ ] = indicates diagonal matrix 
[ ]T = transpose of matrix [ ]. 

A[ ], A1 J = small increment in matrix 
[ ] a n d ( ) 
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' iQx) " 
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(7) 

The shaft flexural stiffness is now implicit in the mode shape 
and conveniently expressed by the eigenvalues. Axial and 
torsional vibrations of the shaft that are not coupled to the 
lateral shaft motion may be treated by equations (1) to (3) and 
added to equation (7) in the generalized coordinates. 

Assembly of Modal Equation. A global model equation 
consisting of w subsystems is shown below. 

M [0] 

[0] M 

M [0] 

[0] [I\ 

50)1 

i<7(2)] 

[$<•»-'>] 

i(w) 

and for a flexible rotor (treated as a subsystem containing 
both lateral planes), 

O[<*A2] b[a>A
2] 

„2l<") = 

where 

-b[uA
2] a[co„2] 

id] («) _ , 

[ V [0] 

[0] [cofl
2] 

(14) 

L ^ [0] 

[0] [wA
2] 

1 

(15) 

(16) 

(17) 

[c]<'» 

[c]<21> 

[ c ](12) 

[c]<22> 

[ C j ( w - l ,w - l ) 

[C](W)M.-1) 

, l ( iv- \,w) 

i(w,w) 

• V t D l 

, (2 ) j 14 

iOv-1); 

(^(>v) 

[A:]'21' 

[£]<12> 

[/t]*22' 

rM(w-l,iv-l) rH(»-l,»l 

7O)! 

7 < 2 > ! 

7 ( w - l ) l 

, (w) 

f / ( 1 ) ] 

f / ( 2 ) ) 

iflw-[)] 

(8) 

The above equation has been partitioned into submatrices. 
Each of the diagonal submatrices is square and has the 
dimension equal to the number of normal modes employed in 
the corresponding subsystem. The off-diagonal matrices 
represent the coupling of the subsystems due to the in
terconnecting elements. The stiffness and damping sub-
matrices in equation (8) can be expressed as the summations 
of two terms: 

[Ar](ii)=5 i/[w
2]</')+[£]<<') 

[c]^=dlj[d]iii)+[c]^ 
(9) 

(10) 

where 

5,= 
i*j 

(11) 
0 

1 , i=j 
The first matrix on the right hand side of equations (9-10) 

for a nonrotating flexible structure is determined by the 
subsystem eigenvalues (equations (3, 6)) and the associated 
structural modal damping, 

[ M 2 ] W = K2]<"> (12) 

[rf|<""> = [2r,a>,]®2 (13) 

The effects of internal friction are represented in the above 
equations by the dry friction loss angle e and the viscous 
friction coefficient e (see Appendix). When the free-free shaft 
modes are used, [WA2] ar>d [^B2] in equations (14-15) are 
defined by 

K , 2 ] = K 2 ] (in equation (3)) (18) 

[coB
2] = [0] (19) 

Otherwise, when the bearing stiffness is included in the 
normal modes (as in equation (4)), they become: 

^-[UB2] 

\ + [Kyy]][<t>] 

[0>A2 

[<V] = 
[*]r[[A* 

(20) 

(21) 

The linearly elastic elements omitted in the undamped mode 
calculation contribute to the coupling matrices [k\{if) and [c]^ 
in the second term of equations (9-10). Typically, these 
elements consist of the bearing stiffness and damping, 
gyroscopic moments, and rotor acceleration. To aid in for
ming [A:]W) and [c]^, it is advantageous to assign a number to 

The viscous damping ratio ls for each mode is related to the viscous 
damping coefficient by f̂  = e ois/2. 

554/Vol. 104, JULY 1982 Transactions of the ASME 

Downloaded 01 Jun 2010 to 171.66.16.62. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



""X 

INTERMEDIATE/DIRECT LIf 

SUBSYSTEM ( 

'INTERMEDIATE/CROSS-COUPLED LIHK 

Fig. 1 Linearly elastic connection types in component mode syn
thesis (* Figures show i = / and o=p) 

every DOF (degree of freedom) in each subsystem. Modal 
expansion matrices are used to establish the equivalence of the 
elastic elements in the modal coordinates. A linear element 
connecting the kth degree of freedom in subsystem /' and the 
Ith degree of freedom in subsystem j has the following modal 
expansion. 

111 XII 

W) = l * t l ( ' ) * * 2 ( ' ) -

^ m
( 0 ) r ( * n

W ^ 2 < J ) - (/) (22) 

where 

4>rs W = deflection at the rth degree of freedom in the 5th 

mode of subsystem/ 
m,n = number of modes used in the subsystem / and 

subsystem./' respectively. 

All linearly elastic elements may be generalized into four 
distinct linking types (or combinations of these types) as 
illustrated in Fig. 1. Each link consists of a stiffness coef
ficient K and a damping coefficient C. 

Direct Link. This link represents a linear element con
necting the kth DOF in the /* subsystem to the stationary 
ground. The contributions in the modal stiffness and damping 
are: 

(23) 

(24) 
mxm 

Cross-Coupled Link. In this link, a coupling force is in
duced at the kth DOF in the /th subsystem by the motion at the 
(th DOF in the/11 subsystem. This type of link can be found in 
dynamic components involving a fluid (e.g. fluid-film 
bearing). The modal contribution consists of: 

^=K[T]Lp 

A[k] 
mxm 

A[c] 

«<> =K[T]iip 

<"'>=c[ruf 

A[k] 
mxn 

A[c] 
mxn 

((/') --cirnp 

(25) 

(26) 

Intermediate/Direct Link. This link consists of an elastic 
element interconnected between the klh DOF in the ;'th sub
system and the tth DOF in t h e / h subsystem. The contribution 
to model stiffness is: 

A[k] ^=K[T]& 
mxm 

A[k] "" =K[T]tf» 
nxn 

Am M = -K\r\y> 
mxn 

(27) 

(28) 

(29) 

A[Ar] 00 = -
/ IX f f l 

K[Y}^ [w\ui)Y (30) 

The contribution to modal damping is computed by replacing 
[k] by [c] and K by C in the above expressions. 

Intermediate/Cross-Coupled Link. In this link, equal and 
opposite forces are developed at the Ith DOF in the / h sub
system and the 5th DOF in the pth subsystem due to the 
coupling effect of the relative motion between the kth DOF in 
the /th subsystem and the qth DOF in the oth subsystem. It is 
equivalent to a cross-coupled link connecting two pairs of 
DOFs. An example of this is the cross-coupled dynamic 
coefficient of a journal bearing installed intermediately 
between two concentric rotating shafts. The stiffness K 
contributes to: 

A[k] Ul) =K[T]tii) 

nxm 

A[k] <"°» =K[T]^ 
UXt 

A[k\ <*» =-ATr]#°> 
nxt 

A[k] <"'•> = -K[T]^ 

(31) 

(32) 

(33) 

(34) 

Again, similar expressions are applicable for computing the 
contribution due to damping by replacing K with C in the 
above equations. 

The total effect due to linear linking elements is the sum of 
all the individual contributions. (For example, a fluid-film 
bearing mounted in a rigid housing is representable by two 
direct links, and two cross-coupled links between the shaft 
and the ground.) 

The gyroscopic forces associated with a rotor represent 
additional modal contributions. This is dealt with in a similar 
manner using modal expansion. For each pair of angle DOFs, 
kth DOF in subsystem / and Ith DOF in subsystem j , that has 
polar moment of inertia along the rotor axis, 

A[k] 
m x n 

<*> = ^ [ r U f > (35) 

A[*r] 
nxm 

an = ^[T]^=-[A[k]^]T (36) 

A[C] "»=a/„[ntf') 
mxn 

A[c] W) = -0Jpir\jP = - \A[C]^\ 
nxm •- J 

(37) 

(38) 

Normally, the cross-coupling is between the 0 DOF and cj> 
DOF (see Appendix) in the same subsystem such that i = j . 
(An exception is when vibrations in the x-z and y-z planes are 
treated as separate subsystems.) 

Finally, summing up all the foregoing modal contributions, 
the second term of the modal stiffness matrix in equation (9) 
for i,j= 1 to wis: 

[*]""= D A[£]<'»+ £ A[k] ( y ) (39) 
over all 
elastic 
links 

over all 
gyroscopic 

links 

The corresponding damping matrix in equation (10) is ob
tained by replacing [k]{ij) by [c ]{ij) in the above equation. 

Modal forces are related to the actual forces acting at the 
nodes according to the mode shapes. For a forcing function F 
existing at the kth DOF in the Ith subsystem, the resulting 
modal forces are 

Af/ '0 ) = l 0 t i ( ' ) * < ,(') •<t>k (/) (40) 
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This, expression is used to expand concentrated forces due to 
unbalance, disk skew, or nonlinear forces at any of the nodal 
degrees of freedom. The real displacement at the klh DOF in 
the /th subsystem at any given time is: 

4 ° =l<tiUti- • -4>tiA U ( , ) ) (41) 
Hence, it is shown that the governing equation of a complex 

rotor system may be expressed in the generalized coordinates 
by adding up the contributions of all the linearly flexible links 
to the basic uncoupled modal equation. Once the governing 
equation is established, critical speeds, stability, forced or 
transient responses may be solved in the modal coordinates. 
The final results can be transformed back into real coor
dinates by equation (41). Note that in nonlinear transient 
analyses, it is usually necessary to transform back and forth 
between the real and the modal coordinates during com
putation of the nonlinear forces. 

Applications 

The theory is applied to two high-speed turbomachines; (1) 
a two-spool aircraft gas turbine engine, (2) Space Shuttle 
Main Engine liquid oxygen turbopump (SSME HPOTP). 

Two-Spool Aircraft Engine 

Figure 2 represents a computer model of the two-spool gas 
turbine engine. The engine consists of an inner core rotor 
called the power turbine, which is supported by two main 
bearings located at the shaft extremities. There are two in
termediate differential bearings (FDB and ADB) connecting 
the power turbine to the gas generator rotor. The gas 
generator is supported principally by four bearings. In this 
engine design, a squeeze-film damper bearing is incorporated 

DRIVE END TURBINE END 

Fig. 2 Two-spool aircraft turbine engine lumped parameter computer 
model (PT • power turbine rotor, GG • gas generator rotor, FDB - front 
differential bearing, ADB - aft differential bearing, D - damper bearing) 

Q 

at the No. 3 bearing location to reduce turbine vibration 
amplitudes and bearing forces. 

The model, which has a total of 38 nodes and 152 degrees of 
freedom, is considered as being composed of two subsystems; 
namely, the gas generator rotor, and the power turbine rotor. 
The component modes of the rotors are obtained in
dependently of each other by omitting the effects of disk 
gyroscopics, the squeeze-film damper, and the two intershaft 
bearings. To keep the computer time requirement within 
reasonable limits, a total of 12 component modes containing 
two gas generator component modes and four power turbine 
component modes in each lateral plane are used. This includes 
all undamped component modes that are below 500 Hz 
(30,000 cycles per minute (CPM)). 

The first part of this application is to compute the transient 
response of the gas turbine due to a suddenly applied un
balance in the power turbine rotor under steady-speed 
operation. The gas generator is taken to be balanced and 
operating at 1571 rad/s (15,000 r/min). The power turbine is 
operating steadily at 1780 rad/s (17,000 r/min) with zero 
vibration level when an unbalance distribution is imposed. 
This particular unbalance consists of 25 g cm each at the 
second stage turbine and at the rotor mid-span at IT rad (180 
deg) apart from each other. In this case, the system is assumed 
to be linear. Figure 3 shows the orbits observed at the second 
stage gas generator turbine for the first 10 and the last 15 
cycles in a total of 40 cycles of simulation. Although the 
steady-state orbit is not yet completely developed after 40 
cycles, the magnitude and the phase angle of the vibration are 
quite established. A comparison of this result with an in
dependent steady-state response calculation has indicated 
excellent correlation. The maximum response amplitude 
observed during the initial transient motion is about two times 
the size of the steady-state orbit. 

Due to the use of an improperly designed damper, a 
nonlinear " jump" was observed in the gas generator 
vibration during engine tests. A study is presented here in 
which the jump phenomena is simulated. The squeeze-film 
damper has a length of 11 mm, a diameter of 129 mm, and a 
radial clearance of 0.1 mm. A retainer spring of 2.15 x 107 

N/m is used to center the outer raceway of the rolling element 
bearing inside the damper. The diaphragm which supports the 
squeeze-film damper bearing is taken to be rigid. The bearing 
force is calculated with the short bearing theory in the 
simulation. The power turbine rotor is assumed to be 

GA3 GENERATOR SPEED = lb OOO r/min 
POWER TURBINE SPEED = 17 000 r/min 

U = 25 g.cm ^ Turbine 0 , 25 g.cm ^ Hidspan 1H0 

^ ^ 

J/ 
0,0 

DISP. ( gm) 

-20 0.0 
X DISP. ( ura ) 

i(b) CYCLE 26 - 4U 

Fig. 3 Linear transient orbits of the gas generator second stage 
turbine due to coupled power turbine unbalance (-- direction of rotor 
precession) 
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POWER TUKUINE SPEED = 14 000 r/min 

U = 50 g-cm a Turbine 0 , U =• 50 g-cm 9 Turbine 0° at Time B 0 
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(d) GAS GENERATOR SPEED = 17 000 r/min 
0.064 SECOND OF SIMULATION 

Fig. 4 Nonlinear transient rotor orbits at squeeze film damper bearing 
showing nonlinear jump ( - direction of rotor precession) 

operating at 1466 rad/s (14,000 r/min) with an unbalance of 
50 g cm at the turbine end. The gas generator rotor has 50 g 
cm of unbalance at the second stage turbine. 

The gas generator rotor speed is increased from 943 rad/s 
(9000 r/min) in steps of 209 rad/s (2000 r/min) until the jump 
phenomena occurs. At 943 rad/s (9000 r/min), the transient 
motion is started initially at zero displacement and velocity. 
For each speed, the nonlinear transient is calculated for about 
10 gas generator rotor revolutions. The starting conditions at 
rotor speeds other than the initial speed of 943 rad/s (9000 
r/min) are taken to be equal to the final displacement and 
velocity computed at the end of the simulation cycles for the 
previous gas generator speed. 

Figure 4 represents the transient orbits of the gas generator 
rotor at the damper location as the gas generator is brought 
up in speed until the jump phenomena occur. The initial 
transient rotor motion at 943 rad/s (9000 r/min) is shown in 
Fig. 4(a). The orbits are calculated for about 11 gas generator 
rotor revolutions after it is released with zero velocity from 
the bearing center. The timing mark is synchronized with the 
unbalance vector in the gas generator and is shown as an 
asterisk at the end of each gas generator rotor revolution. 
Because the rotors are operating at different speeds, the 
unbalance forces have two frequency components. Therefore, 
a response pattern repeating itself for every revolution is not 
observed even when the system has reached steady-state 
operation. 

Fig. 5 Experimental gas turbine engine casing vibration orbits before 
and after nonlinear jump phenomena [13] 

Figure 4(b) shows the nonlinear rotor motion at the damper 
location at 1152 rad/s (11,000 r/min). Limiting orbits of large 
amplitude are formed very rapidly in less than one gas 
generator revolution. The damper is seen to be operating at 
eccentricities in excess of 0.9 of the radial clearance. A 
fluctuation of the phase lag angle about 45 deg persists 
throughout the simulation at this speed. At 1571 rad/s (15,000 
r/min), a case of an extremely overloaded damper is observed 
in Fig. 4(c). The rotor appears to orbit in a large circle with an 
eccentricity ratio of about 0.95. 

Finally, Fig 4(d) illustrates the nonlinear jump phenomena 
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HOT GAS 
MANIFOLD^ 

• O 

Fig. 6 Space Shuttle Main Engine oxygen pump computer simulation 
lumped parameter model (Kp • pump bearing, Kz • balance piston, K, • 
turbine bearing, Ks -turbine seals) 
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Fig. 7 Lateral and axial steady-state response amplitudes at casing 
preburner pump end due to main pump impeller unbalance 

at the gas generator speed of 9780 rad/s (17,000 r/min). It is 
seen that the rotor orbit is reduced to about a quarter of its 
initial size within five revolutions. The jump in the amplitude 
is accompanied by a shift of the timing mark to align ap
proximately with the negative x-axis. This phase angle change 
is important as it indicates that the gas-generator rotor has 
rapidly passed through the critical speed of the gas-generator 
mode due to the sudden reduction in the effective damper 
stiffness which resulted from a smaller orbit size. 

Figure 5 represents the experimentally measured vibration 
orbits of the engine casing in a test run taken before and after 
the jump occurs. The appearance of these orbits seems to be 
similar to those obtained in the transient computer 
simulation. 

Space Shuttle Oxygen Pump 

In this application, the linear steady-state unbalance 
response of the space shuttle oxygen pump is computed. 
Figure 6 shows a computer model of the oxygen pump 
assembly. It consists of a single rotating shaft mounted in two 
pairs of flexibly supported rolling element bearings inside a 
flexible casing. Due to the flexibility in the hot gas manifold, 
which serves as the only major casing support, a number of 
rotor/casing resonsant modes are created. 

During the development of the oxygen pump, ac-
celerometers were placed on the pump casing to monitor the 
radial and axial vibration levels. Due to the limited space 
available inside the test pump, no proximity probes were 
installed to measure the rotor motions directly. The lack of a 
measurement of the rotor shaft amplitudes has made it ex
tremely difficult to determine whether a pump failure oc-

Fig. 8 Bearing forces in the x-direction due to main pump impeller 
unbalance 

curing at about 2618 rad/s (25,000 r/min) was caused by a 
resonant mode of the rotor or a resonant mode introduced by 
the flexibly mounted casing. It was intended that the un
balance response analysis would aid in the identification of 
this failure mode. 

The pump is considered to be composed of two sub
systems - the casing and the turbopump rotor. Each node in 
the casing structure is taken to have six degrees of freedom. 
The casing modes with the hot gas manifold are calculated 
individually in the x-d-z lateral axial and the y-^ lateral 
torsional planes. A total of four modes in each plane are 
included. The frequency of the lowest mode in each plane has 
been verified by experimental data. The rotor modes are 
computed using free-free boundary conditions. The highest of 
the eight modes used at 5672 Hz (340,300 CPM) is more than 
ten times the full power speed of the turbopump. 

In the rotor-flexural mode calculation, the axial and tor
sional motions are not considered. The axial rotor coordinate 
is accounted for in the modal analysis by the addition of a 
rigid body rotor axial mode. Each node in the rotor, 
therefore, has five degrees of freedom. 

In this system, a total of 289 degrees of freedom is 
represented by 25 generalized coordinates. Five percent modal 
damping, based on test data, is applied to each of the casing 
modes. The balance piston has a stiffness of 36.7 co2 N/m 
(0.21 co2 lb/in.) and is taken to provide 10 percent of the 
critical damping in the axial direction. It is assumed that each 
pair of bearings produces 7.0 x 105 N/m to 1.57 x 106 N/m 
(0.4 x 106 lb/in. to 0.9 x 106 lb/in.) of stiffness (depending 
on the rotor speed), and 876 N«s/m (5 lb-s/in) of damping. 
An unbalance of 25 g cm is placed at the main pump impeller. 

Figure 7 represents the calculated casing vibration at the 
pump end. The vibration modes have been identified in a 
critical speed calculation according to the proportion of strain 
energy in the rotor and the pump casing. It can be seen that 
the highest response amplitude is predicted at the second rotor 
mode of about 2870 rad/s (27,400 r/min). Axial vibration in 
this mode is due to the coupling of the axial and lateral forces 
at the hot gas manifold. The axial-lateral mode at 1822 rad/s 
(17,400 r/min) does not appear to be particularly sensitive to 
this unbalance. 

The computed forces transmitted to the bearings are 
presented in Fig. 8. A serious threat to the safety of the pump 
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is uncovered at the second rotor critical speed where the 
magnitudes of the forces increase to as high as 25 kN (5600 
lb.). Vibrations due to casing flexibility, although readily 
detected on the casing, do not generate much forces at the 
bearings. 

The result in this analysis indicates that the second rotor 
mode is a potential danger to the operation of the oxygen 
pump and could have been responsible for the vibration 
problem encountered in the test pump. Further testings are 
now underway to examine this possibility. 

Summary and Conclusions 

A procedure was developed for the dynamic analysis of 
large flexible rotor systems with the component mode 
method. This procedure does not restrict the form of the rotor 
model. Yet it keeps the size of the governing equation 
manageable. Because a large system can be divided into a 
number of much simpler subsystems, the representative 
component modes can be easily and accurately computed. If 
desired, these modal informations may be verified by ex
perimental testing. 

A two-spool aircraft gas turbine engine equipped with a 
squeeze film damper bearing and the Space Shuttle Main 
Engine oxygen turbopump were used to illustrate the 
capability and versatility of the component mode method. In 
particular, a transient vibration simulation of the aircraft 
engine and an unbalance response analysis of the turbopump 
were presented. The results in both applications were 
generated by a master computer program. This program has 
been successfully employed for analyzing the stability, the 
synchronous response, and the transient response of generally 
connected multi-component systems. 
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A P P E N D I X 

The equation of motion for a rotor [14] is stated without 
derivation here. The coordinate system for this rotor is shown 
in Fig. 9. Axial and torsional motion in the z direction are 
excluded. The effect of internal friction has been added to the 
governing equation from [7-8]. Forces due to unbalance, disk 
skew, and rotor acceleration are included in this formulation. 
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Turbulence Characteristics in the 
Annulus-Wall Boundary Layer and 
Wake Mixing Region of a 
Compressor Rotor Exit2 

The flow at the exit of a turbomachinery rotor near the annulus wall is three-
dimensional with a varying degree of turbulence and nonisotropic characteristics. 
The characteristics of the turbulence vary considerably with radial and axial 
location, blade loading, Reynolds number, free-stream turbulence, and the rotor 
blade geometry. This paper is concerned with the turbulence properties near the 
annulus wall region of a moderately loaded compressor blade. The variation of the 
streamwise, normal, and radial intensities as well as the stresses across the wake, its 
profile and decay characteristics, were determined with a tri-axial hot-wire probe in 
the stationary frame of reference. The turbulence characteristics in the annulus-wall 
region of the rotor exit were found to be highly complex due to the interaction of the 
blade wake and the annulus wall. 

Introduction 
The mean velocity defect and the turbulent velocity fluc

tuations in a rotor wake contribute to the overall noise 
production, aerodynamic losses, and vibration characteristics 
of turbomachinery. The study of the turbulence structure 
downstream of a rotor blade row is important since it in
troduces unsteadiness and affects the boundary layer behavior 
in the succeeding blade row. Recent investigations have 
revealed that the turbulent property of the annulus-wall 
boundary layer and of the rotor boundary layer and wake 
contribute significantly to unsteady blade forces, per
formance deterioration, and noise generated in tur-
bomachines. Therefore, a thorough knowledge of the tur
bulence quantities in the compressor rotor wake in the end-
wall region is crucial to improved design, reduced losses, and 
improved efficiency and performance of turbomachinery. 

The rotor wake and the annulus wall boundary layer is not 
only influenced by the annulus and hub wall and the upstream 
flow condition, but is also controlled by such parameters as 
blade spacing, solidity, hub-tip ratio, blade loading, and 
Coriolis and centrifugal forces induced by curvature and 
rotation. The effect of all these is to make the flow highly 
three-dimensional, which introduces many complications in 
the experimental and theoretical investigations of the rotor 
wake and end-wall flow [1]. 

Presently, Aeroacoustics Engineer, Aircraft Engine Group, General Electric 
Company, Evendale, Ohio. 

This is a companion paper to reference [1], Mean flow properties are 
presented in [1]; the current paper deals with the corresponding turbulence 
properties. 

Contributed by the Gas Turbine Division and presented at the International 
Gas Turbine Conference and Products Show, Houston, Texas, March 9-12, 
1981, of THE AMERICAN SOCIETY OF MECHANICAL ENGINEERS. Manuscript 

received at ASME Headquarters, December 15, 1980. Paper No. 81-GT-148. 

The general structure of the rotor wake was studied by Raj 
and Lakshminarayana [2], Reynolds et al. [3], and Ravin-
dranath [4]. These data were taken from lightly and 
moderately loaded axial flow fans outside the end-wall region. 
The annulus- and hub-wall boundary layers affect the 
development and decay of the rotor wake near the wall 
regions. The nature of the mean velocities and turbulence 
quantities of the wake are considerably affected. 

This paper reports some results of a comprehensive in
vestigation of the wake near the annulus wall of such a 
moderately loaded compressor rotor conducted at the Tur
bomachinery Laboratory of The Pennyslvania State 
University. The immediate objective of the program is to 
include a thorough investigation of the flow ahead of, within, 
and downstream of the rotor [1], In the present paper one 
aspect of the study will be discussed: a detailed study of the 
structure and decay characteristics of turbulence in the an
nulus-wall boundary layer and wake mixing region of the 
rotor exit. Available literature on the structure of turbulence 
in this region is very limited and no data are available for this 
region in particular. The main objective of this investigation is 
to provide a study of the structure of turbulence in this region. 

Experimental Equipment and Procedure 
The measurements reported in this investigation were 

performed using the axial-flow compressor facility located in 
the Turbomachinery Laboratory of The Pennsylvania State 
University. The measurements were acquired employing a 
stationary three-sensor hot-wire probe located behind the 
rotor blade row. These measurements yielded information on 
the three components of mean velocity, turbulence intensity, 
and Reynolds stress, and various characteristics of the flow in 
the rotor exit annulus-wall region. 
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Fig. 1 Operating characteristics of the rotor 

The Axial-Flow Compressor Facility. The axial-flow 
compressor facility used in this investigation is described in 
reference [5]. The general description of the stage is given by 
Smith [6]. Pressure rise and efficiency characteristics of the 
rotor as well as the operating point are shown in Fig. 1. The 
hub/annulus-wall diameter ratio of the facility is 0.5, with the 
diameter of the annulus wall equal to 0.932 m. The inlet guide 
vane which consists of 43 blades is followed by the rotor of 21 
blades. The rotor is driven by a 37.29 kW variable speed 
motor through a belt and pulley system. The speed of the 
rotor can be continuously varied from 175 to 1695 rpm with 
accurate and precise control and can be held constant to ± 1 
rpm. The rotating rotor hub is followed by a stator with 25 
blades. Downstream of the stator is located a Joy axial-flow 
fan with variable blade setting for the variation of pressure 
rise and mass flow. The facility is terminated downstream by 
an aerodynamically designed throttle which provides ad
ditional control of the stage operating characteristics. Table 1 
lists some of the relevant data concerning the facility 
specifications and operating conditions. 

Probe, Instrumentation, and Data Transmission System. A 
tri-axial hot-wire probe, similar to that used in references [3] 
and [4], was employed for all measurements reported in this 
paper. The probe sensors were built of tungsten wire and had 
a length to diameter ratio of 300 and each sensor had a 
resistance of approximately 4.1 ohms. The probe calibration 
was performed employing a low turbulence open-jet 
calibration facility. The resulting calibration was corrected 
for yaw and pitch angle sensitivity, temperature variation, 
and aging of the sensor. 

The stationary probe measurement technique employed was 
developed by Lakshminarayana and Poncet [7] and has been 
continuously improved to increase the accuracy. The latest 
technique and the computer program is given by Hah [8]. The 
sensors were connected to three DISA 55M10 constant-
temperature anemometer units. The signals of these 
anemometers were channeled to an integral digital voltmeter 
to obtain the overall mean voltage of the anemometer output. 
The fluctuating a.c. signals were amplified and recorded with 
a SAVRE IV FM signal recorder/reproducer at a tape speed 
of 15 i.p.s. The center frequency of recording was 43 kHz and 
the frequency of the signals could vary from 0 to 10 kHz. A 
specific position behind the rotor was identified by referring 
to a pusle generator which was installed on the compressor 
axis. This pulse generator provided one sharp pulse for each 
revolution of the rotor row. Each of the rotor passage-flows 
could be identified with the pulse signal. An ensemble average 
was obtained for the specific passage-flow of interest. All 
three instantaneous anemometer output signals and the pulse 
signal were displayed on a Tektronix type RM 561A storage 
oscilloscope. 

Due to the high rotational speed of the rotor (1066 rpm) and 
number of rotor blades (21), one survey of a blade passage 
requires very little time (0.0027 s). This gives an impractically 
high sampling speed; therefore, the analog signal was 
digitized at 1/16 real time. The H.P. 7900 A.D.C. unit was 
used for this analog-to-digital conversion. The digitizing was 
performed at a tape reproduction speed of 15/16 i.p.s. This 
was based on the number of points required to represent 
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Table 1 Axial-flow compressor facility specifications, 
operating conditions, and measurement stations 

r, wr ,Tr 

Particular Facility Specifications 
Number of blades 
Outer diameter of rotor 
Hub/tip ratio 
Blade element 
Tip clearance (average) 

Rotor drive power 
Auxiliary fan 

Fan drive power 

43-IGV, 21-Rotor, 25-Stator 
0.929 m 
0.5 

See Ref. [6] 
0.254 cm at Z = 0.750 
0.2870 cm at Z = 0.979 

37.29 kW 
Series 1,000 Joy Airvane Fan 
#0 to #16 blade setting, fan 
diameter = 0.9652 m 

37.29 kW 

Particular Operating Conditions 
Inlet static pressure 
Inlet velocity 
Flow coefficient 
Rotor speed 
Average pressure rise 

coefficient (midradius) 
Blade chord and spacing 

at the tip 
Stagger angle 

-5.321 cm of HzO 
29.04 m/s 
0.56 

1066 rpm 
0.4864 

15.41cm, 14.12 cm 

45 deg 

Measurement stations Z = 0.021,0.042,0.125,0.458 
R = 0.891 (22), 0.918 (16), 0.945 (11) 

0.959 (8), 0.973 (5.4), 0.98 (4) 
0.986(2.8) 

(Numbers in parentheses represent percent 
span from the blade tip) 

adequately the passage-flow. The digitized hot-wire signal was 
converted to a corresponding instantaneous cooling velocity. 
The instantaneous flow velocity was obtained from the 
cooling velocities of the three sensors using hot-wire 
equations. The various mean and turbulent flow charac
teristics in the rotor frame of reference were obtained 
statistically with these instantaneous velocities. A detailed 
discussion of the data processing procedure and the error 
analysis is given by Reynolds and Lakshminarayana [9]. 

Experimental Results, Interpretation, and Correlation 
The data processing procedure described above provided 

sufficient information to derive the three components of 
mean velocity and the six components of turbulence stress 
(including normal stress). These quantities were derived in the 
(s,n,r) coordinate system shown in Fig. 2(a). The orientation 
of this coordinate system, as well as the flow angle a and the 
meridional angle /3, with respect to the compressor coordinate 
system (z,8,r) is indicated. The (s,n,r) coordinate system 
follows the projection of the flow at the mid-passage in the 
radial plane for the various axial measurement locations. The 
reported measurements consist of tangential surveys across 
the rotor blade passage at various axial and radial locations. 
The measurement was taken at axial (Z) locations of 0.021, 
0.042, 0.125, 0.458, at each of the radial locations/? = 0.891, 
0.918, 0.945, 0.959, 0.973, 0.980, and 0.986. The axial 
distance from the blade trailing edge and the radial distance 
from the compressor axis are normalized by the blade chord 
and radius of the blade tip, respectively. 

Figure 2(b) shows the variation of the exit flow angle a at 
various radial and axial locations. The effect of the annulus-
wall boundary layer is seen near the blade tip. Figure 2(b) also 
specifies the orientation of the (s,n,r) coordinate system with 
respect to the (z,6,r) coordinate system. 

Turbulence Intensity Profiles. Tangential variation of the 
three turbulent intensity components (see Fig. 1) at various 
radial and axial locations are shown in Figs. 3 through 14. 
Due to the data acquisition and reduction technique, these 
measurements are presented as a continuous profile. The 
various components of turbulence intensity are normalized by 

a- r 
R = 0 
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s = Streamwise Direction In 

the s-n Plane 

Fig. 2(a) Definition of streamwise {s,n,r) coordinate system 
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Fig. 2(b) Variation of the rotor blade exit-flow angle in the s-n plane 
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Fig. 3 Streamwise turbulence intensity profiles, Z = 0.021 

the local mean velocity, since the turbulence is dependent 
upon the local flow conditions. The tangential distance across 
the rotor passage is normalized by the blade spacing. The 
pressure and suction sides of the blade wake are indicated 
with a tangential distance of Ye = 0.00 indicating the wake 
center, and a tangential distance of Ye = 0.5 indicating the 
mid-distance between successive wakes. 

Streamwise Turbulence Intensity. The streamwise tur-
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4 Streamwise turbulence intensity profiles, Z = 0.042 
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Fig. 5 Streamwise turbulence intensity profiles, Z = 0.125 

bulence intensity profiles in the annulus-wall boundary layer 
and wake mixing region are presented in Figs. 3 through 6. 
These profiles indicate very high values of streamwise tur
bulence intensity at the tangential location of the blade wake 
and an increase in free-stream turbulence intensity as the 
annulus wall is approached. At higher radial locations, above 
R = 0.945, the level of streamwise turbulence intensity in the 
free-stream is amplified to a level observed in the interference 
region of the blade passage-flow. This region, within the 
blade passage, is induced by the complex interaction of the 
blade boundary layers, the annulus-wall boundary layer, the 
tip leakage flow, the secondary flow and the scraping vortex. 
This phenomenon is discussed in detail in reference [1]. The 
redistribution of turbulence intensity is also observed at lower 
radial locations and for other components of turbulence 
intensity. 

The influence of the annulus-wall is not readily observed 
below the radial location of R = 0.945. In this region the 
streamwise turbulence intensity profiles show typical trends. 
The profiles are asymmetrical but tend to become sym
metrical far downstream. This trend is also observed in the 
profiles of the other components of turbulence intensity. The 
asymmetry in the profiles results from the differential growth 
of turbulence on the suction- and pressure-surface of the rotor 
blade. Figures 4 and 5 show a dip in the profile at the cen-
terline of the wake. This dip occurs because the turbulence 
intensity is zero on the blade surface and the maximum value 
of intensity will occur slightly away from the blade surfaces. 
Higher intensities on the pressure side, where the gradients in 
velocity are higher, and lower intensities on the suction side 
are evident from these figures. The magnitude of the tur
bulence intensity in the wake decreases with axial distance. 

The streamwise turbulence intensity profiles at radial 
locations above R = 0.945 are also plotted in Figs. 3 through 
6. These profiles depict the complex turbulence structure in 
the annulus-wall region. The effect of the interaction of the 
secondary flow, tip leakage flow, and the blade wake is 
observed in these plots. The turbulence intensity is sub
stantially higher across the entire passage at higher radial 
locations. A free-stream value of 5 percent at R = 0.891 has 
increased to 20 percent at R = 0.986 for Z = 0.042. Im-
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Fig. 6 Streamwise turbulence Intensity profiles, Z = 0.458 

mediately behind the blade, Z = 0.021, the free-stream 
turbulence intensity is about 10 percent. This indicates that 
there is intense mixing in these regions. Area of high tur
bulence tend to spread out and mix with the free-stream as the 
flow develops. At these higher radial locations, the higher 
turbulence intensity within the wake is still evident and is 
magnified due to the complex flow interactions. The presence 
of the annulus-wall and the associated flow mixing causes the 
streamwise turbulence intensity to increase in both the rotor 
blade wake and the free-stream. 

Some of the peculiar behavior of the end-wall flow is 
evident from these figures. The region R = 0.891 to R = 
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Fig. 9 Normal turbulence intensity profiles, Z = 0.125 
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Fig. 8 Normal turbulence intensity profiles, Z = 0.042 
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Fig. 10 Normal turbulence intensity profiles, Z = 0.458 

0.945 is dominated by the wake effects. The peak intensities 
decrease continuously with distance downstream. The in
tensities beyond R = 0.945 show a complex trend. At Z = 
0.021, R > 0.945, the wake width on both sides is very thick 
[1] and this is reflected in Figs. 3 through 6. The peak in
tensities occur on the pressure side, with a dip in the center 
and reasonably high intensities across the entire passage. 
Because of the large wake thickness (resulting from a thick 
boundary layer) the hot wire sensor was able to pick up low 
intensities in the middle of the wake. Between Z = 0.021 and 
0.042 (compare Figs. 3 and 4), the peak intensities disappear 
leaving only the dip in intensities near the wake center caused 
by the surface layers. The peak intensities reappear again at Z 

= 0.125. The authors speculate that this may have been 
caused by the roll-up of the leakage flow jet with the main
stream. The mixing of the leakage flow with the main flow 
and resulting vortex formation may have caused higher in
tensities in this region. These intensities decay very rapidly 
between Z = 0.125 and 0.458. At the last measuring station 
(Z = 0.458), the wake is diffused completely with consequent 
uniform intensities around 20 percent in this region. 

Normal Turbulence Intensity. Figures 7 through 10 display 
the tangential variation of the normal turbulence intensity 
profiles observed in the blade wake and the annulus-wall 
boundary layer mixing region. These profiles show high 
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Fig. 11 Radial turbulence intensity profiles, Z = 0.021 
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Fig.13 Radial turbulence intensity profiles, Z = 0.125 
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Fig. 12 Radial turbulence intensity profiles, Z = 0.042 Fig. 14 Radial turbulence intensity profiles, Z = 0.458 

values of turbulence at the tangential location of the blade 
wake and at radial locations near the blade tip. Below the 
radial location of R = 0.945, the freestream turbulence level 
is about 4 percent with the wake turbulence level reaching 10 
percent of the local mean velocity. Above R = 0.945 the 
complex turbulence structure in the annulus-wall region is 
apparent. The effect of flow interactions is to increase the 
overall level of turbulence in this region. At Z •= 0.125 the 
free-stream turbulence level has increased from 4 percent at R 
= 0.891 to 17 percent at R = 0.986. This increase is not as 
high immediately behind the blade where the free-stream 
intensity level is 13 percent at R = 0.986. This again indicates 
that the flow requires a small axial distance after exiting the 

blade row to induce maximum flow mixing. This region of 
flow mixing increases the turbulence level of the free-stream 
and rotor wake flow. 

A comparison between the streamwise and normal tur
bulence intensity levels at the lower radial locations shows 
that these components of intensity are approximately equal in 
the free-stream. This indicates isotropic flow in this region. 
However, this is not true for the higher radial locations where 
the complex flow interactions are observed. 

In general, the normal intensities follow the same trend as 
streamwise intensities, with lower values at most locations. 
Far downstream (Z = 0.458), the normal intensities are 
generally higher than the streamwise component. 
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Fig. 18 Stress component T„r;Z = 0.125,0.458 

Radial Turbulence Intensity. Radial turbulence intensity 
profiles of the flow near the annulus-wall are presented in 
Figs. 11 through 14. The radial intensities below the radial 
location of R = 0.945 show predominately the wake struc
ture. These intensities are larger than the stream wise and 
normal components in magnitude and reach values of 20 
percent of the local mean velocity at the wake center. The 
free-stream level of turbulence is approximately 3 percent, 
with high values ocurring on the pressure side of the wake. 
The existence of the large radial component of intensity at the 
wake location reflects the character of the rotor blade 

boundary layers under the influence of rotation. The existence 
of these large radial components of intensity also demon
strates the three-dimensional nature of the rotor wake. 

At radial locations above R = 0.945, the flow is subjected 
to complex interactions resulting from the annulus-wall 
boundary layer, the rotor wake, the tip leakage flow, and the 
secondary flow. The result of this flow interaction is to in
crease the overall radial turbulence intensity. The free-stream 
value of turbulence increases from 3 percent at the lower 
radial locations to 16 percent at the radial location of R = 
0.986. However, this level occurs at Z = 0.042 and slowly 
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decreases with axial distance. At Z = 0.021 and the same 
radial location, the radial turbulence intensity is only 12 
percent of the local mean velocity. This increase and then 
decrease in radial turbulence intensity indicates that the 
development of the flow mixing region initially grows 
stronger before it begins to decay. A similar trend is observed 
in the wake at radial locations near R = 0.959. This suggests 
the presence of a trailing vortex which initially grows in 
strength before decaying. This phenomenon has been reported 
by Ravindranath and Lakshminarayana [10]. The decay of 
the radial intensity in the wake seems to be slower than the 
streamwise intensity. 

Turbulent Shear Stress Profiles. Figures 15 through 18 
show the tangential distribution of the two turbulence shear 
stress correlations (see Fig. 1) derived from the three-sensor 
hot-wire measurements described earlier. The stress 
correlations are normalized by the local streamwise velocity 
and the tangential distance behind the rotor is normalized by 
the blade spacing. 

The turbulent stresses in the rotor exit-flow are very small 
in the free-stream and increase in magnitude near the wake 
center. At this location they reach their maximum value. This 
type of trend is brought about by gradients of the mean 
velocity and turbulence intensity. The variation of the 
streamwise stress TS„ shows the expected reversal of stress at 
the wake center. This reversal of stress is induced by opposite 
gradients of streamwise mean velocity about the wake center. 
The profiles are also asymmetrical about the wake center. The 
location of the zero stress correlation does not occur where 
dW/dn is zero. This characteristic has also been reported by 
Raj and Lakshminarayana [2] and Hah [8]. The profiles show 
a decay of the stress correlation TS„ with axial distance; 
however, the stress correlation increases with radial distance. 
The interaction of the two shear layers, the annulus-wall 
boundary layer, and the rotor wake, produces large amounts 
of flow mixing which results in an increase of the stress 
correlations. 

The radial stress rnr also exhibits an asymmetric profile 
about the wake center. At the lower radial locations the radial 
velocities are smaller than the streamwise velocities, which 
give rm to be less than TS„. This trend is not fully realized by 
the data presented. At some low radial locations the stress 
components are equal in magnitude and in other instances it is 
seen that r„r is greater than rsn. This observation indicates the 
effect of rotation on the stresses. Lakshminarayana and 
Reynolds [11] have argued, on the basis of the Reynolds stress 
equation in the rotating coordinate system, that the effect of 
rotation is to attenuate the stress component rm. As the blade 
tip is approached, the situation becomes more complicated 
due to the viscous interactions associated with the annulus 
wall. The magnitude of the stress correlation rnr increases 
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rapidly. The effect of the interaction of the annulus-wall 
boundary layer with the rotor wake, the tip leakage vortex, 
and the secondary flow is to amplify this stress component. 
The viscous interaction of the flow field in this region 
compliments the effect of rotation. 

The stress components near the annulus-wall show an 
increase inside the wake with axial distance. The exact nature 
of this increase is difficult to determine. However, due to the 
experimental set-up, the smoothness of the annulus-wall 
varied with axial distance. The increase in the stress 
correlations might reflect an interaction between the exit-flow 
and the surface of the annulus-wall. It should also be noted 
that the stress correlations presented in Figs. 15 through 18 
are subject to spatial errors which are inherent in a three-
sensor hot-wire probe. An estimate of the scales of the flow 
and the expected order of error is given in reference [1]. 
However, the contribution to stress from eddies larger than 
the distance between the probe sensors was measured ac
curately. 

Maxmimum Turbulence Intensity in the Wake. The 
variation of the maximum streamwise, normal, and radial 
maximum turbulence intensities in the wake is shown plotted 
in Figs. 19, 20, and 21. It is seen that the intensities are higher 
in the trailing-edge region, increasing towards the blade tip, 
and that the decay rate of the turbulence intensity is higher as 
the blade tip is approached. 

Lakshiminarayana and Reynolds [11] have given 
qualitative analysis of the effects of rotation on turbulence. 
They have shown that the turbulence structure of a rotating 
blade is different compared to a stationary blade. The radial 
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turbulence intensities are likely to be higher than the 
streamwise and normal components. The present data con
firm their analysis at radial locations below R — 0.945. For 
the radius R = 0.891, the maximum radial component is 
0.209 while the streamwise and normal components are 0.141 
and 0.102, respectively. These data also partially confirm the 
analysis of Raj and Lumley [12] who have shown that if the 
gradient of the radial component of mean velocity across the 
wake is larger than the angular velocity of the machine, then 

T > T >T 
r ^ 'n ^ 'S' 

At radial locations above R = 0.945, the viscous effects of 
the annulus-wall boundary layer, the secondary flow, and the 
tip leakage flow induce higher turbulence intensities. At R = 
0.986 the maximum streamwise intensities are higher than 
radial intensities. At R = 0.980, both the streamwise and 
radial components of turbulence intensity reach values of 30 
percent of the free-stream velocity. This indicates the severe 
flow mixing which occurs in the radial and streamwise 
directions as the wake is adjusting to the mainstream viscous 
flow. 

The turbulence intensities near the tip decay much more 
rapidly than the corresponding value away from the tip. 

Free-Stream Turbulence Intensity. Variations of the free-
stream streamwise, normal, and radial turbulence intensities 
are shown plotted in Figs. 22, 23, and 24, respectively. Near 
the blade tip, where the wake structure encompasses the entire 
blade passage, the free-stream location was taken to be at 
Ye/S = 0.5. The free-stream turbulence structure does affect 
the rotor wake characteristics and losses in a compressor 
stage. It is useful to designers in evaluating the inlet flow 
conditions to a subsequent stage. It is interesting to note the 
turbulence amplification through the rotor blade row in the 
annulus-wall region. The effect of the blade force acting on 
the fluid is the probable cause of this amplification at the 
lower radial locations. Here a 2 percent free-stream 
streamwise and normal turbulence intensity increases to 
approximately 4 percent behind the blade row. The radial 
turbulence intensity is seen to increase to values near 5 percent 
of the free-stream velocity. This clearly indicates the effect of 
centrifugal and coriolis forces on the radial turbulence in
tensity. 

As the annulus-wall is approached, all components of 
intensity experience a substantial increase. At R = 0.986 the 
streamwise turbulence intensity has increased to 20 percent 
while the normal and radial components of intensity approach 
a value of 15 percent of the mean velocity. These high values 
of intensity indicate the interactions of the wake, leakage 
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flow, annulus-wall boundary layer, and the secondary flow. 
The highest levels of intensity for all components occur at 
approximately 12 percent of the blade chord downstream of 
the blade trailing edge. This indicates that the interference 
region of these flows occurs with maximum strength at a 
distance behind the blade. This distance is. required by the 
wake and tip leakage flow to become fully developed. 

As these figures show, in a multi-stage machine there is a 
spanwise and axial gradient in turbulence intensity. This 
gradient alters the flow distribution into a succeeding blade 
row which results in a spanwise and axial gradient in noise 
generation and propagation as well as stagnation pressure 
loss. 

Conclusions 
1 The turbulence structure of the rotor exit-flow is 

asymmetric behind the rotor blade and tends toward sym
metry with axial distance. Near the blade tips, complex flow 
interactions result in an increase in turbulence intensity. This 
increase is most pronounced for the radial component. The 
turbulence intensities do not decay until a location 4 percent 
of the blade chord downstream. The flow mixing jegion 
initially increases in turbulence level before it begins to decay. 

2 The effect of the blade force acting on the fluid causes an 
amplification of the turbulence level in the free-stream behind 
the rotor at radial locations above 20 percent of the blade 
span from the blade tip. As the tip is approached, the free-
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stream turbulence level increases due to the flow mixing with 
the annulus-wall boundary layer. 

3 The locations of high turbulence stresses are con
centrated in the high turbulence intensity areas of the mixing 
region near the blade tip. The effect of rotation is to attenuate 
the streamwise-stress component and amplify the radial-stress 
component. 

4 The radial intensities are generally higher in the wake-
dominated region and the streamwise intensities are generally 
higher at other locations. This resutls from the effects of 
rotation on turbulence. 

5 The turbulence intensities decay more rapidly in the end-
wall region due to intense mixing. 

6 The free-stream turbulence, outside the wake, is nearly 
isotropic. 

7 The maximum intensities in the wake increase rapidly 
towards the annulus wall, reaching a value as high as 40 
percent at some locations. 

8 The radial and streamwise component of stresses are 
about the same order of magnitude, a consequence of the 
rotation effects. 

9 Most of the turbulence intensity components decay to 
nearly freestream values within half-a-chord downstream of 
the trailing edge. 

10 The mixing effects of leakage flow cause higher 
streamwise turbulent intensities at about 10 percent of the 
chord downstream from the trailing edge. 
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Analysis and Asymptotic Solutions 
of Compressible Turbulent Corner 
Flow1 

The turbulent compressible flow along an unbounded 90 deg axial corner has been 
analyzed. The limiting equations for the far-field boundary, simulating a two-
dimensional boundary layer with crossflow, have been obtained appropriately. This 
latter set of equations have been solved using a semi-implicit second-order accurate 
numerical marching scheme. The turbulent stresses have been modeled first using a 
Cebeci-Smith type two-layer algebraic model in which isotropy is assumed. The 
turbulence stresses were also modeled using a modified form of the Gessner-Emery 
anisotropic model. Results have been presented for a range of Mach numbers 
between 0 and 2.0 with adiabatic as well as heat transfer boundary conditions at the 
corner walls. Effect of suction and injection have also been included. The 
anisotropy in the turbulence modeling showed insignificant effect on the flow field 
at far-field boundary, but it is believed to be essential in the inner corner region. 
The analysis presented recovers all previously available results for the simplified 
cases of this corner configuration. 

Introduction 

The high-speed flow for corner configurations which occur 
in important aerodynamic applications such as wing-body 
junctions wind tunnel walls, aircraft inlets, turbomachine 
blade-hub junctions, etc., are characterized by various in
teraction phenomena. One of the important interaction 
phenomena is the one associated with the lateral displacement 
effect due to displacement-thickness interactions. For laminar 
incompressible as well as compressible flows, Rubin, Ghia 
and their coworkers [1-6] analyzed the fundamental corner 
configuration in detail. The fundamental 90 deg-corner 
configuration [7] as well as more complex configurations with 
one or more contoured surfaces [8, 9] have been analyzed 
using the full three-dimensional Navier-Stokes equations or 
their parabolized approximate forms. 

Klinksiek [10] analyzed the incompressible turbulent 90 deg 
axial corner flow using a semi-implicit numerical technique. 
Algebraic turbulence modeling was used for the Reynolds 
stresses. The streamwise velocity compared satisfactorily with 
experimental data but no information was given about the 
cross-flow velocities. Shafir and Rubin [11] studied the 
asymptotic turbulent incompressible corner flow and 
provided a solution for the turbulent boundary layer near a 
corner. The streamwise momentum equation was formulated 
in terms of a stream function in such a manner that, for 
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laminar flow, the equations reduce to the familiar nonsimilar 
form of the boundary-layer equation. On the other hand, for 
high-speed flows, Shang et al. [12] have provided Navier-
Stokes solutions for the flow along an axial corner formed by 
the intersection of two wedges. To date, to the authors' best 
knowledge, asymptotic turbulent compressible corner flow 
solutions have not been determined. 

The present study is carried out with the objective of 
analyzing turbulent flow along an axial corner and, more 
importantly, for studying the effects of compressibility and 
turbulence on shock-free asymptotic corner flow in the 
presence of viscous interactions, namely, the lateral 
displacement thickness interactions. The turbulence is 
modeled using the three-dimensional, two-layer eddy viscosity 
model of the form used by Cebeci [13]. Numerical solutions 
are obtained for a range of Mach numbers and wall-
temperature boundary conditions. For some supersonic cases, 
the effect of suction and injection at the walls is also studied. 

Analysis 

The axial 90-deg corner flow geometry is depicted in Fig. 1. 
Due to the displacement-thickness interaction, the flow field 
of interest is inherently three-dimensional in nature. The 
oncoming flow upstream of the corner is laminar. As the flow 
progresses along the corner, boundary layers build up on the 
solid surfaces and the flow becomes turbulent downstream 
after experiencing transition. The analysis needed for for
mulating the mathematical model for this flow configuration 
is comprised of two steps, namely, the derivation of the 
corner-layer equations in terms of the Reynolds stresses, 
followed by modeling the Reynolds stresses using the ap
propriate turbulence model. 
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Fig. 1 Corner-flow geometry and nomenclature 

The Governing Equations. The governing equations for the 
turbulent corner-layer flow are derived in a manner analogous 
to the analysis for laminar flow [6, 14] except for the fact that, 
in the present case, the starting equations are the time-
averaged Navier-Stokes equations. The subsequent steps in 
the analysis are based on the method of singular perturbations 
and matched asymptotic expansions. Only the viscous in
teractions between the boundary layers on the two intersecting 
walls are considered in the analysis. Furthermore, it is 
assumed that the supersonic flow field is shock free. Thus, the 
lowest-order corner layer equations are obtained in the 
following form. 

Continuity Equation 

(pu)x + p(vY + wz)+vpY + wpz=0 (la) 
x-Momentum Equation 

pUUx+PVUY+pWUz=(lXUY)Y+(lMz)z+(7,n)Y+(Tlll)z 

(lb) 

Y-Momentum Equation 

pUVx+pVVy+ pWVz = ~Py + [2flV y + \(Ux + Vy + Wz)]y 

+ IH(VZ + WY)]Z+(I*UY)X+(T,22)Y+(T,2J)Z+(T,12)X 

(lc) 

z-Momentum Equation 

puwx + pvw Y + pwwz — — pz + [2nwz + \(ux + vY + wz)]z 

+ [n(wY + vz)]Y+{fxuz)x 

+ (r,33)Z+(T,23)y+(T,IJ)x (Id) 

Energy Equation 

PuTx+pvTr+pwTz = — l(tiTr)r+(/J,Tz)z] 

+ (y-l)Ml[fi(uY)2 + n(uz)
2] 

+ ^— [(P«22 TY ) Y + (pC-33 Tz ) z ] 

+ (7 - l )M 2
0 0 [T , | 2 w y + T,13Nz] ( le) 

The auxiliary equations required to close this set of equations, 
namely, the equation of state and Sutherland's viscosity law, 
will be given later in this section together with an appropriate 
model for turbulence. 

In the above set of nondimensional equations (1), (x,Y,Z) 
are the independent coordinates such that Y = y^/Re and Z = 
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^VRe, u is the streamwise velocity component while v and w 
are the cross-plane velocity components along the Y and Z 
directions, respectively. Further, p, T, M„ and /x are the 
density, temperature, free-stream Mach number, and 
viscosity, and the subscript t denotes turbulence quantities. 
The symbol e„- represents the appropriate eddy viscosity, while 
the eddy conductivity K,.. is expressed in terms of the tur
bulent Prandtl number Pr, and 6„, since A",.. = e,-,-/Pr,. Most 
of the dependent variables are nondimensionalized as in [14]. 
The turbulent stresses introduced here are non
dimensionalized like the pressure p, that is, with px C/J,. All 
velocities, including the fluctuating velocities, are non
dimensionalized by the free-stream velocity Um. Further, the 
turbulent heat conduction flux is nondimensionalized with 
P^U^CpT^. The anisotropy in the turbulent heat con
ductivity coefficient K,.. is made possible through the eddy 
viscosity coefficient e„. 

The governing equations are now recast in terms of a new 
set of dependent variables, such that the form of the new 
equations is similar to the corresponding laminar flow 
equations. Since the turbulent corner flow possesses no self-
similar solution as x increases, the similarity coordinates (ij,f) 
used earlier in [3, 6] for the laminar corner flow are no longer 
very advantageous. Moreover, their use also does not lead to 
the desired form of the asymptotic equations for large f. 
Hence, the coordinates used in this study are defined simply 
as r/ A Y and f A Z for convenience. Similar reasoning led to 
the use of the cross-flow velocity functions <t> and ^ defined as 
4> = - v, \j/ ^ - w. Finally, the vorticity 8 is defined as 6 ^ 
c 2 - « i y = , - i j i t and the function A as A = — vY — wz = 
</>, + ypv The barred variables used in [14] are not essential 
since the present variables <j>, tp and 6 are now bounded 
quantities and are directly suitable for use in the present 
analysis. 

The new streamwise independent coordinate £ is defined 
simply as x. Thus, the final form of the turbulent corner-layer 
equations, in terms of the new independent and dependent 
variables, is given as follows. 

Continuity Equation 

pA + 4> p , + 0 pt=(pu)i. (2a) 

Streamwise Momentum Equation 

M", ,+"#) + «, (P0 + /*,) +ut(p\l/ + rit) 

+ (^ l 2) ,+ (T,13)r = puu i (2b) 
Equation for <j> 

K + 4>n + er-Av = o (2c) 
Equation for \p 

*w+\frtf-0,-A f = O (2d) 
Streamwise Vorticity Equation 

(/xe)„ + (M6»)rr+p</,0,+Pv6'!-+pe(</>,+V'!-) 

+ 4(ji„<£„f - f-^ir,) + 2/% (ypi -<£„) + 2O,,,0j- - iin^n ) 

+ (7'22 ~ f'33 )fr + <r'l3 ht - (r'23 ^ + Kf 'l2 h ~ (T'l3 ^ 

= pu ^ - ' (pw)j -0 j + ( p M ) , i / - { - ( ^ f M , - / i , « j . ) j (2e) 

Energy Equation 

£ ( ^ + rff> + (p*+£)r, + (p*+-g.)7> 

+ (y-l)Ml[nu*+nu}] 
P 1 

+ ^ 7 (e2iT,n + e33TK) + — [ r , (pe22), + Tt(peJ3)(] 

+ (y-l)Ml(T,t2uvT,nu!-) =pu Ti (If) 
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The underscored terms represent the additional terms 
associated with the turbulence in the flow. The above 
equations have been written in a form such that terms con
taining derivatives with respect to £ appear only on the right-
hand sides. Equation (2c) is derived from the definitions of 6 
and A by appropriately differentiating and eliminating \p. 
Similarly, equation (2d) is derived by appropriately dif
ferentiating the definitions of 8 and A and eliminating (/>. This 
provides second-order elliptic equations for </> and \f/ which are 
better suited for implicit numerical solution techniques. 
Equation (2e) is obtained by appropriately differentiating and 
combining equations (lc) and (Id) to eliminate the transverse 
pressure gradients py andp z . 

Asymptotic Equations for Far-Field Boundary. For the 
present unbounded corner configuration, the asymptotic 
equations for the far-field boundary are obtained by taking 
the limit of equations (2a-2f) as f - oo such that all 
derivatives with respect to f vanish. This approach leads to a 
consistent set of the lowest-order equations, which have the 
displacement interaction effect in them. These equations are 
given as follows: 

Continuity Equation 

pA + <fi pn = (pu)!. 

Streamwise Momentum Equation 

V U^+U^pcj)^) + (Tl]2)v=pUU( 

Equation for <f> 

(3a) 

(3b) 

,+ 
1 

p„<£» 
1 1 ) * = [ — ( P « ) { ] , (3c) 

Equation for \[/ 

K-en=° 
Streamwise VorticityEquation 

/*0„+ (ptf> + 2/*,)0, + (p</>,/*„)0 + <A P ,^ , - ( T , „ ) 

= p u 6i + (pu)n\Pi 

Energy Equation 

23"W 

(3d) 

(3e) 

M r „ + (P</> + ! 

Pr Pr 

Pe22 „, 
Pr , ' • " 

^jTr, + (y- l ) M i ^ 

Pr, (pe 22),7; + ( 7 - l ) M i ( r , «,) 

=pu T( (3J) 

Equation 3(a) and the limiting form of equation (2c) are 
combined to yield equation (3c). This eliminates A and, hence, 
eliminates the explicit need for equation (3a) in the solution of 
the problem. 

The turbulent stress term [(r,13),] f appearing in equation 
(2c) drops out in the limiting process. This is because, as f -* 
oo, u( — 0 and Wj is of lower order than the remaining terms 
in this equation. Also, as can be seen from the set of equations 
(3), there are three turbulent stresses present, namely, r, and 
r,2i appearing explicitly in this set of equations (3) and the 
stress T, appearing implicitly through the eddy viscosity e22 
present in the limiting form of the energy equation. 

The auxiliary equations needed are the following: 

Equation of State 

p = PT(l/yMl) 

Sutherland's Viscosity Law 

M=r3/2t(i+s1)/(r+s,)] 
Here, y is the ratio of specific heats and S, is a parameter that 
depends on the freestream temperature T„ and is taken as 
0.38. The turbulence modeling required for closing the 
equation set (3) is discussed later in this section. 

(3g) 

(3/0 

The corner-flow configuration of Fig. 1 possesses symmetry 
along the bisector -q = f. This symmetry property is used to 
help in reducing the region of interest to only the triangular 
region bounded by the bisector -q = f, the far-field boundary 
as f — oo and the wall 17 = 0. Before prescribing the boundary 
conditions for the equation set (3), the suction/injection that 
are to be implemented at the walls are considered next. Thus, 
for the lower triangular half of the corner region, the 
boundary condition on the wall rj = 0 needs only to be 
discussed. 

Mass Transfer at the Corner Wall tj = 0. Small suction or 
injection [vw = 0 (1/VRe)] at the wall r; = 0 can be 
adequately treated by appropriately modifying the boundary 
condition for the transverse velocity v„ at i\ = 0. For cases 
with large mass transfer, the present corner-layer analysis is 
not quite valid. Earlier while studying laminar corner flow, 
Mikhail [14] had arrived at suitable forms of the transverse 
velocity at the wall. Because of the prevailing streamwise 
similarity in the laminar flow, only certain prescribed forms 
as shown by Mikhail [14] were found admissible for vw. 
However, for the present turbulent flow, there is no 
assumption of similarity in the streamwise direction and, 
hence, there is no restriction on the form of suction or in
jection at the wall. The following forms of transverse velocity 
v„ were considered suitable: 

Streamwise uniform injection/suction 

1 
v„= ±Kn 

VRe 
Streamwise decreasing injection/suction 

1 1 
vw=±K, 

V2£ VRe 
Streamwise increasing injection/suction 

VRe 

(4a) 

(4b) 

(4c) 

The constants appearing in equations (4) were chosen as K0 = 
0.05, A", = 0.2 and K2 = 0.002. 

Boundary Conditions for the Asymptotic Equations. In 
this study, only the asymptotic corner-layer equations (3) are 
solved presently. Hence, the appropriate boundary conditions 
are presented only for the set of equations (3). 

At the plate surface, i.e., at t\ = 0 and £ > 0: 

u = 0,<t>= -vw,w = 0,6=ip„,T=Tw or Tn -const . (5a) 

At the symmetry line, i.e., at 1} — 00 and £ > 0: 

u=\,4>„=Q,\jj = 4),B = Q,T=\. (5b) 

The initial condition for this initial-boundary-value problem 
was taken to be a uniform flow with zero vorticity and 
constant temperature. To complete the formulation of this 
problem, the turbulent stresses need to be modeled ap
propriately and, as such, the turbulence modeling used is 
discussed next. 

Algebraic Two-Layer Turbulence Model of Cebeci-Smith 
Type. Shang et al. [12] used the Cebeci-Smith type [15] 
algebraic model to successfully study the turbulent flow along 
a corner formed by two intersecting wedges. Cebeci [13] has 
given the extended form of the Cebeci-Smith model for three-
dimensional boundary-layer flow. This model is used in the 
present analysis and a brief description of the model is given 
here in the physical plane in order to facilitate better un
derstanding of it. The turbulent stresses T, and r,23 for the 
asymptotic corner layer flow can be expressed as: 

P 

RV"' 
a n d T<23 = £ e e M V (6a) 
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where e denotes the isotropic eddy viscosity and is given as 

[0.4*1 - e-*)]2 | « , + C.W, | r t r for Os.ys.yo. 

0.0168(wc + Cx we)
l/25ertr for jo <y. (fib) 

Here, y0 is the location where the expressions for the inner 
and outer layers are matched. The expression for eddy 
viscosity in the outer region is then appropriately modified 
by an intermittency factor 7 defined as, 7 = [1 + 5.5 (yl 
5 2 D ) 6 ] - ' where S2D is the two-dimensional laminar boundary 
layer thickness. The various other quantities appearing in 
equation (6ft) are defined as follows 

D y y u* ( v« \ V l
 f 2 L ^ 2T/4 

c\ 

"0 for 2-D 

1 for 3-D 

f °° 1 
5= V —fa- ("2 + Clw

2)'/>]dy,qe = [u2
e + Clw

2]'A. 
Jo qre 

The transition intermittency factor, r t r , is taken as 

Ttr = 1 -exp|^ (x-* t r)
2J 

(6c) 

with 

(Re,r) and C, = 60 + 4.86 Mj, (6d) 

In equation (6d), Relr is the Reynolds number where tran
sition is assumed to begin and is taken to be 5 x 105. The 
value of xlr at the onset of transition is equal to 20. 

Modification of Turbulence Model for Mass Trans
fer. Bushnell, et al. (see [15]) have shown that the algebraic 
two-layer turbulence model is valid for configurations with 
mass transfer through the walls if the Van Dreist's damping 
factor A +, taken to be equal to 26 in equation (6c), is ad
justed properly. After some numerical experimentation, the 
following expression suggested by Cebeci et al. [15] was used 
in the present study 

A+ =26 e -5.9 vw/Vrw/p (7) 

Modified Form of Gessner and Emery's Turbulence 
Model 

Bradshaw [16] has discussed the interaction of two shear 
layers for a complex axial corner configuration and pointed 
out the difficulties in obtaining an accurate turbulence model 
for this flow. Morel and Torda [17] have provided an analysis 
and demonstrated the applicability of Bradshaw's interaction 
hypothesis to two-dimensional free-shear flows. In the present 
study, the anisotropic turbulence model of Gessner and co
workers [18, 19] for the 90 deg bounded corner formed in a 
square duct is modified for use with the unbounded corner 
shown in Fig. 1, to appropriately include the effect of in
teracting shear layers. The anisotropic turbulence model of 
Gessner and co-workers [18, 19] for the 90 deg bounded 
corner formed in a square duct is modified for use with the 
unbounded corner shown in Fig. 1. The modification is 
required partly because, for the square duct, the cross-plane 
turbulent stress r,23 vanishes at the mid-plane of the duct 
cross-section due to symmetry. In the present problems, this 
mid-plane of the square duct is to be replaced by the far-field 

boundary where the basic flow is still quasi-three-
dimensional. For example, the shear stress r,23 is represented 
in the following modified form: 

'2Fl2 +CKI — 2 
' ' 2 3 

« 2 
-)f|(-C3)]«, (8) 

where at = 1.2, a2 = 0.25 andF1 2 is an algebraic function of 
ax and a2, and C3 is given as 

C 3 =a 2 / [2F 1 2 + a , - 2 ] . (9) 

An appropriate expression for the mixing length (p ap
pearing in equation (8) for the present corner configuration 
has been given by Shang and Hankey [12] as 

IK'yz 
in (10a) 

(y+z + ^Jy2 +z2) 
This expression is based on Buleev's formula and reduces to 
its two-dimensional form 

i=K'y (10ft) 

when z >> y. The value used for K' is 0.45 instead 0.4. This 
deviation in the value of K' is compatible with a modified 
form of the damping factor [20] used here, namely, 

L -<:('-»[-;&('-£)']} (11) 

Gessner and Po [19] suggested the value of r to be 2, based 
on the analysis of Launder, et al. [20] for the best fit. Gessner 
and Emery [21] used the value of A + to be 29.0 instead of 
26.0 for a better fit with the data. Near the wall, at the far-
field boundary, z — 0°, the mixing length degenerates to the 
form given by equation (10ft). However, this is not the case in 
the outer region, i.e., as y — 00, at the far field boundary. The 
form of (p given by equation (10a) will increase indefinitely 
with the increase in y. This expression for ip must be 
multiplied by a suitable expression of the intermittency factor 
to give an appropriate value of tp to be used in equation (8). 
Thus, 

(12a) 

where 

7=[ l+5.5(y /5 2 D ) 6 ] - (12ft) 

For y/52D > 0.2, equation (12ft) aided in giving an ap
propriate mixing length tp to be used in equation (8). A similar 
analysis was used to represent the other stresses in the 
anisotropic turbulence model for the present flow field; 
presentation of those details is avoided here in the interest of 
brevity. 

Numerical Analysis 

Transformations. In order to satisfactorily resolve the wall 
region for turbulent flow, a geometric progression was used 
for the normal step size such that the ratio of lengths of any 
two adjacent intervals is constant, that is, AT/,- = K AT/,., with 
K = 1.24. With the use of 51 grid points in the normal 
direction and the smallest A?? = 0.007 at the wall, this led to 
placing the last point at 7) = 1370. This nonuniform grid 
distribution was transformed to a uniform grid using a 
numerical transformation between i\ and N such that the 
uniform grid points are located between N = 0 and TV = 1. 
The rj—N transformation derivatives, Nv = \/r}N and A^„ = 
~ VNN/VNI w e r e computed numerically. The use of this 
transformation is significant since it helps in maintaining 
second-order accuracy with respect to A?j while facilitating the 
computer coding since only uniform increments are then used. 

On the Numerical Method. The discretization of the 
problem is based on the use of two semi-implicit marching 
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methods of uniform second-order accuracy. The derivatives 
in the ^-direction are approximated using second-order ac
curate central differences. In the first of the two methods, 
second-order accuracy is also maintained in the streamwise 
marching direction by using the Crank-Nicolson implicit 
scheme. The second of the two methods which has been 
proven equally efficient but slightly more stable, uses second-
order accurate three-point backward differences for the 
streamwise derivatives. The iterations generally required 
because of nonlinearities are avoided by appropriately 
quasilinearizing the nonlinear terms in the equations. Two or 
three iterations at a given station were still needed because of 
coupling and the criterion for advancing to the next station 
was that AC/U, < 5 x 10~6. The Crank-Nicolson scheme for 
the simple heat conduction equation ux = uYy is known to be 
unconditionally stable. Since the nature of the asymptotic 
equations (3) is parabolic, a von Neumann stability analysis 
was also conducted for the simple linear heat-conduction 
equation, using a three-point backward difference formula. 
In this Fourier stability analysis, the general error term was 
taken as tj/(x) e^ey. Substituting this in the heat-conduction 
equation leads to the following equation for the amplification 
factor £: 

£2 3 + 8Xsin2/3 f] - 4 £ + l - 0 

that is 

$1.2 = 
2±Vl-8AsirF/34)' 

(13) 

(14a,&) 
2 + (l+8Xsin2j3A.y) 

whichimplies l£ij2l s 1. In equations (14), X = Ax/Ay2, /3 is 
the wave number andy = V ^ l . 

Sequence of Calculations. The numerical procedure is 
similar to that of Mikhail and Ghia [6]. Briefly, it can be 
stated as follows. The temperature Tis determined from the 
energy equation and then the auxiliary equations are solved to 
update p and fi and also the eddy viscosity is calculated. Next, 
the streamwise momentum equation is solved, followed by the 
equation for </>. Finally, the streamwise vorticity equation for 
6 and the equation for \p for the cross-flow velocity are solved 
simultaneously in order to implicitly treat the wall boundary 
condition on the vorticity. The entire cycle is repeated at a 
given station to meet the convergence criterion based on the 
local skin friction. Thereafter, the calculations proceed to the 
next station. 

Results and Discussion 

Validation of the Results. The asymptotic set of equations 
(3) is solved using the numerical method developed in this 
study. No special treatment is provided for the leading-edge 
singularity; hence, the results in the close proximity of the 
leading edge of the corner geometry must be used with 
caution. The laminar self-similar results were recovered as the 
solution progressed in the downstream direction. Gradual 
transition was then initiated to approach the turbulent flow. 

To assess the analysis and the corresponding computer 
program, results were first obtained for the corresponding 
adiabatic incompressible flow. This configuration was chosen 
because Shafir and Rubin [11] have provided numerical 
results for it. The results of this comparative study are shown 
by curves 1 and 3 in Fig. 2. A maximum deviation of 15 
percent is observed with the present analysis showing higher 
skin-friction values than those of Shafir and Rubin [11], This 
discrepancy led to a further comparative study of a still 
degenerate case, namely, the flow past a flat plate. For this 
latter case, experimental data of Weighardt [22] are available 
and so also is the corresponding analytical result given in 
reference [15]. Both of these results are also depicted in Fig. 2. 
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Fig. 2 Comparative study of streamwise variation in skin-friction 
coefficient 

To complete this comparison, it was essential to obtain results 
of the present computations without cross-flow. As seen in 
Fig. 2, the present analysis agrees very favorably with these 
data. A close examination of the set of equations (3) and, in 
particular, the streamwise momentum equation (36), reveals 
that the streamwise component of velocity even at infinity is 
coupled with the cross-flow equations through the turbulent 
eddy viscosity e which depends on the normal gradient of the 
cross-flow velocity wy as given in equation (6b). Thus, it is felt 
that a slightly higher skin-friction coefficient is possible for 
this quasi-three-dimensional asymptotic flow. 

Further, a study of the step size in the t\ direction was 
conducted for the same configuration. The present 
calculations were repeated using a grid identically the same as 
that used in reference [11], namely, 140 grid points in the 
normal direction. The results of this study for the streamwise 
velocity u, and the cross-flow velocity w, are presented in Fig. 
3. These show a maximum deviation of about five percent for 
the cross-flow velocity component in the laminar flow region, 
further verifying the accuracy of the results obtained in the 
present study with only 51 grid points in the normal direction. 
Thus, to conclude, it is believed that the deviation in the 
results may be due to the following factors. Shafir and Rubin 
[11] used a first-order accurate marching scheme. In the 
transition region, the streamwise step size is twice as large in 
their study and, further, in the turbulent region that follows, 
their step-size is twenty times larger than that used in the 
present study. Finally, due to the nonuniform grid, second-
order accuracy in the normal direction may not have been 
maintained in their study. 

The results for this incompressible configuration were also 
studied using the modified form of the anisotropic turbulence 
model of Gessner and Emery [19]. The skin-friction coef
ficient obtained using the two different turbulence models are 
presented in Fig. 4. The conformity between these two sets of 
results led to the conclusion that the effect of anisotropy is not 
significant in a study of the asymptotic corner flow. It also 
further justifies the use of the simple two-layer algebraic 
turbulence model for this study. 

Effect of Compressibility. For supersonic flow, results are 
obtained for several configurations and are discussed next. 
The streamwise velocity u and the cross-flow velocity w are 
shown in Fig. 5 for three streamwise locations. The u-velocity 
profile is laminar at Re^ = 5 x 105 and goes through tran-
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Fig. 4 Comparative study of isotropic and anisotropic turbulence 
models 

sition to approach the fully turbulent profile at Re* = 107. 
The reversal in the cross-flow velocity, as seen in Fig. 5, 
disappears as the laminar flow goes through a transition to 
turbulent flow. The streamwise variations of skin-friction and 
heat transfer coefficients are depicted in Fig. 6. As seen in this 
figure plotted on a log-log scale, the present results show that 
the asymptotic equations including cross-flow lead to the 
same values for these quantities as for the corresponding two-
dimensional flow. On the scale used in this figure for Cf, the 
present solutions including cross-flow show no significant 
deviation from the results for two-dimensional flow. The 
streamwise variation of the heat-transfer coefficient has a 
trend very similar to that of the skin-friction coefficient. 
Finally, the effect of Mach number on the skin-friction 
coefficient is presented in Fig. 7. The skin-friction coefficient 
decreases with the increase in Mach number as well as with the 
increase in streamwise distance due to the growth in the 
boundary layer. Also shown in this figure are the variations in 
the skin-friction coefficient computed for two configurations 
using available analytical expressions (see Cebeci, et al. [15]). 

Effect of Mass Transfer. The effect of suction or injection 
at the corner wall, TJ = 0, is studied and solutions are obtained 
for various wall boundary conditions for the case with free 
stream Mach number M„ = 2.0, and wall temperature, T„ = 
1.08. Figure 8 shows the variations in the streamwise as well 
as the cross-flow velocities due to suction and injection at the 
wall for both laminar as well as turbulent flows. Uniform 
suction and injection are incorporated here. Their effect on 
the streamwise velocity is minimal for laminar as well as 
turbulent flows. On the other hand, the same is not true for 
the cross-flow. For laminar flow, suction at the wall increases 
the swirling motion at the far-field such that the maximum 
value of the reversed cross-flow velocity increases by ap
proximately 60 percent over the corresponding no mass-
transfer case. Injection has the opposite effect of suppressing 
the swirling motion and, consequently, it decreases the 
maximum value of the reversed cross-flow velocity by ap
proximately 55 percent from the corresponding no mass-
transfer value. In the turbulent region, even for the cross-flow 
velocity itself, the effect of mass transfer is relatively very 
minimal, with injection showing a slightly larger effect 
compared to suction. Also, the effect is confined to a small 
region near the wall rj = 0. 

Finally, the effect of mass transfer is studied on the skin-
friction coefficient, using the supersonic flow configuration 
with M„ = 2.0 and T„ = 1.08 (Fig. 9). The first of two forms 
used here for the mass transfer provide streamwise decreasing 
injection and suction at the wall ?j = 0, with Kx = + 0.2 and 
K{ = - 0.2. In the laminar flow region, suction increases the 
wall friction, whereas injection has the opposite effect. For 
the corresponding turbulent flow, the reduced amount of 
suction or injection present at these far downstream locations 
has a very minimal effect on Cf, with the trend in variation of 
Cf being similar to that of laminar flow. The behavior of the 
skin-friction coefficient is somewhat irregular near the 
leading edge region due to the presence of the singularity 
which has not been given any special treatment. When 
uniform suction and injection are applied with/fo = 0.05 and 
K0 = - 0.05, initially up to Rex = 2 x 104, the effect of 
mass transfer on the flow is minimum but the effect gradually 
increases as the laminar flow progresses. Thereafter, this 
effect reduces gradually in the turbulent flow regime. For this 
case also, suction increases the Cf whereas injection decreases 
it. 
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Conclusion 

The 90 deg axial corner flow is analyzed using a velocity-
vorticity formulation to study the effect of compressibility 
and turbulence. The governing equations for the quasi-three-
dimensional flow at the far-field boundary are obtained as the 
limiting equations as Z — oo, starting with the general corner-
layer equations presented in this study. These asymptotic 
equations are solved using a semi-implicit, second-order 
accurate marching scheme. The turbulence is modeled by a 
two-layer algebraic model which uses an isotropic-eddy 
viscosity. In order to study the effect of anisotropy, Gessner 
and Emery's algebraic model is modified, to suit the present 
geometry to represent the turbulent stresses appropriately. 
This latter model is essential if the solutions are obtained for 
the entire corner region, rather than for the asymptotic corner 
region alone. 

The asymptotic incompressible corner-flow results are 
presented to validate the analysis. Typical results are 
presented for a couple of Mach numbers and wall tem
peratures depicting the effect of compressibility on the 
asymptotic turbulent corner flow. The computations were 
performed on the AMDAHL 470/V6 computer and required 
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2.5 min of CPU time for the flow to achieve ReA. = 107. 
Quantitative results for the streamwise variation in skin-
friction and heat-transfer coefficients are made available for 
this configuration for the first time. The effect of mass 
transfer shows a larger influence on the flow field in the 
laminar region as compared to the turbulent region. Suction 
at the wall increases the swirling motion whereas injection 
dampens this behavior. Finally, the anisotropy in the tur
bulence modeling of this flow does not have an appreciable 
effect on this asymptotic corner flow field. The present 
asymptotic solutions for turbulent compressible flow at the 
far-field boundary provide the necessary boundary condition 
for the complete corner-flow study. After a closer 
examination of the modified Gessner-Emery turbulence 
model, a study of general corner-layer flow is planned. 
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Equivalent Performance Testing of 
Multisection Compressors 
Equivalent performance testing of multisection compressors has largely been 
ignored by the various test codes. Existing code methods have been modified and 
adapted for testing multisection compressors by the manufacturers and users. The 
performance testing of two types of multisection units—the externally cooled and 
the sideload compressor—are discussed here. Each compressor type has had specific 
test difficulties that require identification and resolution. Prior to the start of 
testing, an overview of the problems, along with some solutions, is presented. 

Introduction 

Testing of multisection compressors is complex, even in the 
manufacturer's shop. Actual field conditions cannot be 
duplicated in the shop; however, they can be effectively 
simulated, using modified code methods. Better in
strumentation can be more economically applied, flows can 
be more easily varied, and test gases with known compositions 
and properties are available for the'shop test. Test gases and 
operating conditions have to be selected to give equivalent 
performance of the units, compatible with the manufacturer's 
test facilities. Modification of the existing codes is required 
due to the uniqueness of the compressor designs and 
aerodynamic and thermodynamic effects between adjacent 
stages. 

This paper will not attempt to discuss each particular item 
in detail, but it will provide some insight into their testing 
difficulties. 

Cooled Compressors 

The cooled compressor has an inlet and a discharge for each 
section, with at least two sections on a common shaft in a 
single casing; each section may have several stages. Typically, 
a cooler or heat exchanger is located between sections. Cooled 
compressors are used to reduce process horsepower or when 
the maximum temperature is limited by process or safety 
reasons. Usually no mixing of gas streams occurs between 
sections. Gas composition and/or mass flow may vary 
significantly between sections. 

The test methods of a two-section machine adapt readily to 
three or more sections. Cooled compressors are less complex 
than sideload compressors, and their tests are simpler to 
conduct. However, the initial selection of a test configuration 
is more difficult for cooled compressors because of the many 
possible piping arrangements. 

Two section cooled compressors may be loop tested with 
one or two coolers; (See Figs. 1 and 2, respectively). Air is a 
suitable test gas for some cooled compressors. Air tests may 
be run with open inlets and discharges or with a cooler. As the 
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Fig. 1 Test loop for closed loop test of cooled compressor, using one 
cooler. The analogous loop for air is indicated by dashed lines. 
Location of the orifices should be noted. 

figures indicate, air test piping is analogous to the closed loop 
configuration with one less cooler. The following discussion 
applies to both air and closed loop tests, except where noted. 

Two basic casing designs are used for cooled compressors. 
Figure 3(a) shows the unidirectional design, and Fig. 3(b), the 
back-to-back design. Each casing design has potential test 
problems that can be minimized by the test setup. 

In the unidirectional cooled compressor, heat transfer and 
leakage occur at the common wall between sections (Fig. 4). 
The effects of heat transfer or leakage on each section's 
performance are difficult to measure accurately. These are 
usually calculated by the manufacturer prior to test and used 
in the correction of test data to design conditions. Both the 
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Fig. 2 Test loop for closed loop test of cooled compressor, using two 
coolers 

heat transfer and leakage can be minimized by trie test setup, 
so that the unidirectional cooled compressor can often be 
tested by code methods, without any additional calculations 
or measurements. Heat transfer and leakage effects may be 
more significant for certain designs. 

Heat transfer decreases the flange temperature of the first 
section discharge and increases the internal temperature (over 
the flange reading) of the second section inlet temperature. 
Since an increase in the internal temperature increases the 
externally measured section temperature rise, the net effect is 
energy generated in one section is measured in another sec
tion; heat transfer can cause erroneous test results unless the 
effects are similar for design and test. Heat-transfer effects 
are distorted if the ratio of flows for the two sections are not 
the same for both test and design or if the temperature dif
ferential between sections is grossly different between design 
and test. 

Leakage of hot gas from the first section also increases the 
second section internal temperature and the externally 
measured section temperature rise. However, since the flow 
leaks from one section to the other without recirculation 
through an impeller, the compressor shaft horsepower is not 
increased by the leakage. (The temperature rise occurs bet
ween the inlet and the first impeller; the mass flow through 
the section is unchanged by the leakage.) Leakage effects are 
minimized by keeping the pressure drop between sections 
small. 

Leakage and heat-transfer effects are minimized by using a 
cooler between the first and second sections for test. Heat 
transfer is partially controlled by the test gas selection. 

The two-cooler closed loop system is easier to control and 

1 
I 
H <\ 1 flW f\ 0 0 

Fig. 3(a) Unidirectional cooled compressor 
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Fig. 3(b) Back-to-back cooled compressor 

Fig. 3 Examples of cooled compressor designs. 

operate than the single cooler system. However, it requires a 
second cooler which may not be available in the test facility. 
The benefits of the second cooler in the unidirectional cooled 
compressor test are lost if the second section inlet must be 
throttled due to power or pressure limitations. 

A single cooler loop test may be satisfactorily used for 
many unidirectional cooled compressors. The choice of the 
number of coolers used for performance testing a cooled 
compressor must be made by the manufacturer. A poor 
performance test setup will result in erroneously high hor
sepower, so the penalty is also on the manufacturer. 

In the back-to-back design, Fig. 5, gas leakage from the 
high-pressure section into the low-pressure section is the 
major problem. The leakage flow passes from the second 
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mass flow rate 
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Fig. 4 Common wall between sections of a unidirectional cooled 
compressor. Heat transfer Hand leakage WL occur at this wall. 

section discharge to the first section discharge and then 
recirculates through the second section. In most cases, the 
leakage cannot be measured on test; it must therefore be 
calculated by the manufacturer and its effects included in the 
evaluation of the test results. Since the leakage may not be 
similar for test and design, it must be evaluated carefully for 
either loop design. A single-cooler loop may be satisfactory 
for a back-to-back cooled compressor. 

As a general rule on cooled compressors, flow errors are 
eliminated by measuring at the main inlet and the main 
discharge. On all compressor performance tests, the 
manufacturer must consider the effects of balance piston 
leakage and seal buffer flows; if the effects are not similar for 
test and design, special corrections must be made on the test 
data. These items tend to be more critical for cooled com
pressors than for other compressor designs. 

In the process intercooler, certain process gas constituents 
may be knocked out, resulting in a varying gas composition 
from section to section. However, the same gas composition 
must be used throughout a test loop, so the knockout process 
cannot be duplicated. Different gas compositions may result 
in different sectional test speeds—the lower mole weight 
section requires a lower test speed for volume ratio 
equivalence if test inlet temperatures are the same for all 
sections. A common test speed may be obtained by increasing 
the test inlet temperature of the section with the lower design 
mole weight. In extreme cases, the test inlet temperature of 
the low mole weight section—usually the second sec
tion—may be increased enough so that no cooling is required 
between the first and second sections; the two sections are 
connected by a U-shaped pipe that contains both inlet and 
discharge pressure and temperature probes. 

The test mass flow rates may not be equal for the two 
sections of a cooled compressor. Unequal mass flows are 
handled automatically by the single cooler loop (Fig. 1) while 
a bypass around the second section is needed for the two 
cooler loop (Fig. 2). On the other hand, the single cooler loop 
requires a bypass from a discharge to an inlet if test inlet 
temperatures of both sections are not identical. 

In some instances, separate test conditions must be 
specified for each section. One compressor section may have 
to be ignored while test data are taken on the other section. 

Vendor facilities may not permit loop testing of high-
capacity, low-volume ratio compressors. Piping and cooler 
losses may be excessive. Many of these compressors can be 
tested on air. A test that does not meet all code equivalency 
limits can still verify the compressor head and flow range. 

p n 2 > p i 2 " D e s i f ln 

PJJ 2 J P 12 " T e s t 

T i 2 ~ T r i 2 

W i = W A * W L 

w n = w B tw L 

W i = W j O r Wjj^Wjj^ 

[Design And/Or Test) 

WL=<0lf P n 2 = P i 2 

Fig. 5 Path of leakage flow for back-to-back cooled compressor 

Fig. 6 Example of compressor with two sideloads 

Sideload Compressors 
General. The sideload compressor may have one to four 

inlets and one or more discharges: the maximum number of 
inlets and discharges is usually five (See Fig. 6). Incoming 
flows, at points other than the main inlet, are called sideloads; 
outgoing flows, except at the main discharge, are called ex
tractions. A sideload nozzle marks the discharge of one 
section and the inlet of the next. 

Sections of a sideload compressor should not be thought of 
as separate compressors, especially when designing an 
equivalency test. At a sideload, flow enters from outside the 
compressor and mixes with flow from the preceding section: 
the combined flow enters the next impeller. Actual 
measurements show that pressure losses occur during the 
mixing process; these losses can be minimized, but not 
eliminated, through careful aerodynamic design which keeps 
the mixing streams at equal velocities. Due to the mixing 
losses, the actual polytropic head of the compressor is slightly 
lower than the sum of the heads of the individual sections. 
Extractions are assumed to have no effect on internal 
velocities. 

The basic problem of testing this unit configuration, unlike 
the cooled compressor, is that instrumentation in the loop 
piping will not accurately evaluate the performance of a 
section. Code-prescribed external instrumentation is used for 
flow readings, for all data at the main inlet and main 
discharge, and for sideload temperatures. Actual per
formance is dependent upon the mixed properties of state 
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Fig. 7 Internal instrumentation used for performance testing a 
sideload compressor. Instrumentation is normally installed in the 
vanes closest to the casing splitline. Four pressure and temperature 
probes are installed at each station. 

entering each section and, thus, is not directly available from 
flange readings alone. Internal instrumentation is required. 

The pressures and temperatures discharging from a section 
before mixing with a side stream can only be measured in 
internal flow passages. Figure 7 shows typical internal in
strumentation. Compressor hardware differs from 
manufacturer to manufacturer; what is successful for one 
design may not work well, if at all, for another. With the 
rapid advancements in technology, new methods of in
strumentation will be available in the future. The present test 
codes do not specify internal instrumentation, and, in future 
code revisions, care should be taken so as not to make in
flexible specifications. 

Establishing Test Conditions. The additional data ac
cumulated from testing a multisection compressor 
automatically make it more complicated than testing a single-
section compressor. It is in the best interest of both the 
manufacturer and the user to simplify testing as much as 
possible. One effective means of simplifying the test is to 
gather data at one test speed. To do this, some compromise of 
code recommendations may have to be made, but this will not 
affect the integrity of the test. 

The basic equations for establishing test speed are the same 
as those used for a single section compressor. They must, of 
course, be applied to each section individually, the inlet 
pressure of each section is equal to the discharge pressure of 
the preceding section. The inlet temperature of a section 
following a sideload is computed from the discharge tem
perature and flow of the preceding section, combined with the 
side stream temperature and mass flow rate. The process of 
determining the inlet temperature and the mass flow rate that 
gives the design Q/N is iterative. At an extraction, the 
discharge pressure and temperature of one section are the inlet 
conditions of the next; the inlet flow is equal to the primary 
flow stream less the extraction flow stream. 

When the individual test speed of each section gives 100 
percent volume ratio matching, the resulting test speeds will 
be different for each section. Test codes allow some variations 
on Mach number and volume ratio, such as 

Volume Ratio, percent of Design 95-105 
Mach Number, percent of Design 95-105 

For M greater than 0.8 

Mach numbers are normally high in compressors with 
sideloads and the highest value in the machine is at the first 

stage. Since Mach number and choke flow are related, the 
Mach number ratio is the most critical for the first section. 
Reduced Mach number limits of 98 to 102 percent allow some 
flexibility in the test setup but ensure closer correlation to 
field conditions. The speed that meets this criteria normally 
sets the speed for the test. 

It may be impossible to select test conditions of a sideload 
compressor such that all sections meet Mach number and 
volume ratio criteria at a single speed. The purpose of a 
performance test is to check critical parameters. As stated 
above, Mach number is usually the most critical in the first 
section—and least important in the last section. The last stage 
of a compressor discharges into a volute rather than a return 
channel; the efficiency of a volute is less sensitive to changes 
in flow caused by discrepancies in volume ratio than is a 
return channel. Volume ratio and Mach number limits can be 
allowed to drop to as low as 90 percent in the last section 
without affecting the integrity of the performance test. 

Once the test has started, the data should be examined 
concurrent with unit operation to determine if choke, surge or 
curve shape indicate the need for test speed to be adjusted for 
one or more sections. Additional data taken at another test 
speed may be needed to resolve serious performance 
questions. In most instances, however, a single-speed test 
satisfies all requirements. 

The number of coolers used for testing sideload com
pressors is optional, but the decision has to be left to the 
manufacturer. Most compressors of this type can be tested 
with a single cooler. The single cooler provides flows at nearly 
constant inlet temperatures and valves provide different 
pressure levels for each section. The single cooler loop can be 
used to conduct a single speed test that meets most code 
requirements, including the surging of individual sections. 

Selection of Test Gas. Selection of the test gas requires 
careful analysis. The gases commonly used for testing this 
type of compressor are refrigerants 11, 12, and 22. When a 
refrigerant is used, it is normally in a gaseous state 
throughout the test loop piping, but it may liquify in the static 
instrument lines, which, under static conditions, cool to 
ambient temperature. The result is erroneous pressure 
readings. Means of avoiding this problem are available, and 
should be recognized when setting up the test to avoid 
questionable data and a poor test. 

Some sideload compressors will require test inlet pressures 
of 5-10 psia to avoid instrumentation problems at the 
discharge; an adverse effect of the subatmospheric inlet 
pressure is that any piping leaks will contaminate the test gas. 
Proper safety precautions should be observed. Purities of 95 
percent or better can usually be maintained. Lower gas purity 
will adversely affect volume ratio and the validity of the test 
could be in question. Additionally, varying purity may change 
properties for the actual gas mixture gives a more accurate 
measure of the performance and is recommended; with the 
heavy mole weight refrigerants used as test gases, 1 percent air 
gives approximately 1 percent error in both head and ef
ficiency if properties for the pure refrigerant are used. Real 
gas properties will not eliminate all of the effects of varying 
purity. 

Test Setups. Figure 8 is a schematic of the single-cooler test 
loop for a compressor with two sideloads and an extraction. 
Inlet pressures are regulated by valves. Flow measurements 
are made for each section; the number of flow measuring 
stations is one less than the number of inlets and discharges. 
Since the first section tends to have the most limited flow 
range and also the smallest mass flow of any section, the flow 
of the first section should be a direct measurement and not a 
function of the other flow measurements. Inlet orifices 
located upstream of control valves avoid critical flow in the 
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Fig. 8 Test loop for compressor with two sideloads and one 
traction, using single cooler 

ex-

orifice. (Note: If a sideload is located downstream of an 
extraction, either a second cooler or special piping is 
required.) 

The piping for compressors with several inlets and 
discharges is complex. Code requirements for straight runs of 
pipe may have to be compromised to set up the test in the 
manufacturer's shop. The test facility may not have room for 
the straight runs of large diameter pipes or for certain nozzle 
orientations. 

Small sideloads or extractions can be blanked off without 
affecting the integrity of the test. Internal instrumentation is 
used for measuring both pressures and temperatures and, 
thus, performance. 

Conducting the Performance Test. Test operating con
ditions for a sideload compressor must be maintained with far 
less variation than for a straight-through or cooled com
pressor. The effects of small changes may be magnified and 
distorted going through the sections of the compressor. 

Stabilization time is the time required for the system to 
reach equilibrium. Stabilization is a function of many things -
curve shape, unit size (associated with the mass of material), 
internal leakage, test loop configuration, heat transfer, etc. 
Internal pressures and temperatures are more affected by 
stabilization than are external measurements. Probes at some 
internal locations may exhibit considerable scatter which 
settles out with time: the time may be as short as 15 min or as 
long as 2 hr, depending on the test system. 

Stabilization can affect curve shape, especially when the 
head rise to surge is small. Allowing for adequate stabilization 
time will result in a more accurate test of the head curve shape 
and efficiency. Data scatter indicates insufficient time is being 
allowed. 

Experience indicates that a 2 percent variation allowed by 
the code on inlet pressure is excessive and can prevent some 
systems from stabilizing. The variation is less serious if it 
represents scatter in the individual probes at a given reading 
instead of the difference between two sets of readings. 

Holding a constant pressure for prolonged periods is 
difficult. Three sets of date readings in 15-20 min provides 
sufficient accuracy. The five or more readings required by 
many test codes is unnecessary. If stability of a point is in 
question, the point should be retaken. Prolonged data taking 
at a given flow tends to become a test of the system instead of 
a test of the compressor. 

The mixing of flows at a sideload makes the performance of 
one section somewhat dependent on other sections in the 
sideload compressor. Compressors of this type should, 
therefore, be tested as near to constant turndown as possible. 
Constant turndown means that the volume flows of all sec

tions are at the same percentage of their respective design 
flows. If the system does not permit a strict constant turn
down (say with 10 percent or less variation in flows), the data 
should be taken so that the points for all sections are in the 
same order flow-wise; a high flow point of one section should 
not be the low flow point of another. 

If possible, each section should be surged independently. In 
some test systems, two sections are tied together too closely to 
permit surging of each independently. Surging of a com
pressor with sideloads on a closed loop is disappointing to the 
observer who expects a loud "bang." The changes in noise 
may be detectable only adjacent to the pipe. Manometers and 
gages may or may not react at the same time. Some surges are 
accompanied by increased mechanical vibration; these surges 
are peculiar to one section. More sophisticated methods of 
detecting surge, such as transducers, are available. 

The surging of sections of a sideload compressor may occur 
at flows much lower than predicted; the head curve may 
droop as flows are reduced below the prediction level. No 
attempt will be made here to define surge. However, it ap
pears that some surges "measured" on closed loop per
formance tests are artificial and cannot be reproduced in the 
field. The predicted surge flow may be more reliable than the 
test value; manufacturers are not expected to be overly 
conservative in these predictions. 

Internal pressures and temperatures recorded at sideloads 
and extractions may give erratic readings that do not respond 
to more stabilization time and do not appear defective based 
on electrical checks. The probes may be in better agreement 
with others at the same station- on certain flow points. The 
conclusion is that the erratic probes are measuring correctly! 
They are reading true pressures or temperatures that reflect 
the effects of nonuniform mixing at the sideloads—nothing is 
done to more uniformly mix the flows, since it would require 
extra power. 

If the variations in readings at a given station are 
significant, extra probes may resolve the problem—or they 
may emphasize the scatter! Comparison of test data to 
predictions may be useful, especially for scatter in tem
perature data. Since the temperature rise of the overall unit 
can be measured accurately, it may be necessary to adjust 
internal temperature data on this basis if considerable scatter 
exists. Variations in internal pressures are less severe; a 
manufacturer who is familiar with test data on similar 
compressors knows if flange or other internal data is a 
satisfactory backup. 

Due to internal mixing, the evaluation of the test data is 
very complicated. A high degree of sophistication and 
technology are required to establish reliable test data. In
terpretation of the data and prediction of the compressor's 
performance at design conditions also require care and ex
perience. 

Space does not permit a detailed discussion of the mixing 
phenomena. Conservation of mass, momentum, and enthalpy 
must be observed. Velocities in external piping are usually 
low—in the range of 100 FPS. Internal mixing may be done in 
high-velocity regions—with velocities of several hundred feet 
per second—or low-velocity regions, depending upon the 
compressor design. Mixing of fluid streams should be done at 
static pressures, since the difference between static and total 
conditions may be significant. High internal velocities and a 
local jetting effect can produce internal total pressures that 
are higher than the flange readings. 

Conclusion 

The purchaser must have an understanding of the 
limitations and capabilities of the manufacturer. Such an 
understanding can easily be arrived at in a pre-test negotiation 
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meeting. The equipment manufacturer must be careful to 
point out the specific test limitations and the deviation from 
expected traditional results within the framework of the 
existing test codes. Any shop equivalent test of a sideload 
compressor is normally going to involve compromise due to 
the uniqueness of the unit and the capabilities of the 
manufacturer. Interpretation of data and methods of data 
reduction should all be resolved prior to testing. Such 
methods should be carefully reviewed by the purchaser to 
insure his understanding of the methods. The accuracy of 
these tests, the data scatter which can easily occur depending 
upon test techniques, and many other variables which cannot 
be predicted prior to test, all have to be carefully considered. 

It is the vendor's responsibility to minimize misun
derstandings that may be encountered during the test. 

More guidance in the testing of multi-section machines is 
needed from test codes. The subject may be too extensive to 
cover easily in the standard code, but it should not be ignored. 
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Engine Dynamic Analysis With 
General Nonlinear Finite-Element 
Codes, Part i : Overall Approach 
and Development of Bearing 
Damper Element 
There is currently a considerable interest and level of activity in developing com
putational schemes to predict general engine dynamic behavior. The general feeling 
among researchers working on engine vibration problems is that various modes of 
operation, such as blade-loss events, require a high level of analysis sophistication 
to realistically model the engine. Proper account of system nonlinearities {par
ticularly at the bearings, dampers and rubs) appears to be necessary if analytical 
predictions are to be realistic. The approach described in this paper seeks to make 
use of already proven general finite-element nonlinear time-transient computer 
codes which are available on the open market. The work specifically described in 
this paper covers the first phase of a three-phase NASA-Lewis-sponsored research 
grant on engine dynamic simulation with available finite element codes. The first 
phase was concentrated on the development of a bearing-damper element computer 
software package suitable for "plug-in " to available finite element codes. 

Introduction and Background 
Present-day jet engine configurations have evolved to a 

substantial degree through a trial-and-error process involving 
extensive testing. There are many fundamental dynamic 
phenomena which take place within these engines for which 
basic description and understanding have yet to be generated. 
Nonetheless, they work well. Modern aircraft engines are 
typical of current high-technology products in which the 
recently acquired computing capabilities of today are being 
used to better understand and improve what is already 
designed, built and operating. 

A better understanding of the basic dynamic characteristics 
of existing and new engine configurations is a prerequisite for 
producing acceptable engine efficiencies on advanced con
figurations (i.e., smaller rotor/stator running clearances). 
Also, a better definition of engine dynamic response would 
more than likely provide valuable information and insights 
leading to reduced maintenance and overhaul costs on existing 
configurations. Furthermore, application of advanced engine 
dynamic simulation methods could potentially provide a 
considerable cost reduction in the development of new engine 
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configurations by eliminating some of the trial-and-error 
process done with engine hardware development. 

The emergence of advanced finite element codes, such as 
NASTRAN, NONSAP, MARC, ADINA, ANSYS and 
ABAQUS and related algorithmic advances, have placed 
comprehensive engine system dynamic analyses within 
reasonable reach. What remains to be done is to develop new 
component element software to properly model engine 
rotor/stator interactive components, such as the squeeze-film 
damper, within the algorithmic logic of already proven finite 
element codes. This is the major mission of this work. 

For good reasons, aircraft gas turbine engines use rolling 
element bearings exclusively. This design philosophy has, 
until recent years, deprived engines of the beneficial damping 
inherent in many other types of rotating machinery where 
fluid-film journal bearings are used. The implementation of 
squeeze-film dampers in recent engine designs has now 
provided engine designers with an effective means of 
vibration energy dissipation. The net result is that engines 
with squeeze-film dampers are less sensitive to residual rotor 
imbalance and better able to control vibration and trans
mitted force levels resulting from various excitation sources 
within the engine. 

The field of rotor dynamics has evolved to its present state 
primarily through the solution to problems in classes of 
machinery older than aircraft engines. In most other types of 
rotating machinery (e.g., steam turbines, centrifugal pumps 
and compressors, fans, generators, motors, etc.) the rotor can 
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be adequately modeled as an Euler or Timoshenko beam [1]. 
In addition, the support structure holding each bearing can 
often be adequately modeled as a separate mass-damping-
stiffness path to ground (i.e., to the inertial frame). Also, for 
most purposes, bearing dynamic properties are characterized 
as stiffness and damping elements, linearized for small 
vibration amplitudes about some static equilibrium state. 
With few exceptions (e.g., Hibner [2]), it is this level of 
sophistication that has been utilized for the most part is rotor-
dynamics analyses of aircraft engines. 

Present day aircraft engines are structurally far more 
complex than most other types of rotating machinery. The 
multi-shaft configuration, plus the fact that the shafts are thin 
rotating shells, creates unique but significant complicating 
differences between aircraft engines and other machinery. 
Also, the stator structural support at each rotor bearing 
represents anything but a separate mass-damper-stiffness path 
to an inertial frame. In fact, setting the inertial frame for the 
engine is not a simple matter when the full range of in-service 
maneuvers is realized. Dynamic paths between different 
bearings exist not only through the rotor but through several 
other paths within the nonrotating engine structure, i.e., a 
"multi-level," multi-branch" system. As many as eight 
significant "levels" have been identified. 

The feasibility of nonlinear dynamic analyses of multi-
bearing flexible rotors has been recently demonstrated on 
non-aircraft applications [3]. There are highly nonlinear 
dynamic effects in aircraft engines, particularly under large 
excitation forces, such as blade or disk failures, hard land
ings, and foreign matter ingestion events. 

Clearly, the field of aircraft engine dynamics is presently in 
a position where there is both a need for substantial advances 
and feasible means available by which such advances can be 
accomplished. 

Time-Transient Nonlinear Dynamic Analyses 
In recent years it has become evident that an important 

class of engine dynamic phenomena can not be studied 
without accounting for the highly nonlinear forces produced 
at bearings/dampers, labyrinths and other close-running 
rotor/stator clearances under large amplitude vibrations. In 
such cases, linear theory typically predicts vibration am
plitudes larger than the actual running clearances. Fur
thermore, important vibratory phenomena, such as 
subharmonic resonance and motion limit cycles, are 
"filtered" out of the problem with a linear model, giving 
grossly erroneous predictions, qualitatively as well as 
quantitatively [3]. 

With few exceptions, nonlinear dynamics problems must be 
solved numerically as time-transient responses, whether the 
sought answer is a steady-state periodic motion or is strictly a 
transient phenomenon. The problem, is mathematically 
categorized as an initial value problem in which the 
displacements and velocities of the complete system must all 
be specified at the beginning of the transient. From that point 
forward in time, the equations of motion are numerically 
integrated (known as "marching") as far in time as one 
wishes to study the system motions and forces. If the system is 
dynamically stable, the transient motion dies out yielding the 
steady state response which in a system with a periodic force 
excitation will be a periodic motion. In a stable system with no 
time-varying force excitation, the transient will die out as the 
system comes to rest at one of its stable static equilibrium 
positions. If the system is unstable, the transient does not die 
out but continues to grow in time unless or until some 
nonlinear mechanism in the system limits the motion to what 
is frequently called a "limit cycle" [3]. 

In order to study the general dynamical characteristics of 
aircraft engines, nonlinear dynamics computational schemes 

One-Ti ine I n p u t E lemen t ^ ' ' ' S 3 M o d e from 

F .E . Program 

Fig. 1 Input/output of damper pilot code 

are required. The approach taken is to develop software 
packages to model engine components which are not typically 
found on dynamical structures and therefore are not already 
built into existing nonlinear finite element structural dynamics 
computer codes. The initial effort has concentrated on 
developing such a software package for squeeze-film bearing 
dampers. 

Overall Approach-Interactive Elements 
Considering the typical engine structural complexities, an 

improved computational approach is necessary if a proper 
transient/steady-state model is to be developed for gas turbine 
engines. In this approach, it appears that the finite element 
method is one of the attractive modeling techniques for such 
problems. Its inherent capabilities include features essential to 
modern engines: 1) automatically handles multi-branch, 
multi-level structures in a more direct and efficient manner 
than flexibilities approaches, 2) well-suited to handle 
nonlinearities associated with structural kinematic and kinetic 
effects [4], 3) easily accommodates various types of boundary 
and constraint conditions, and 4) easily accommodates 
material nonisotropy and nonlinearity [4,5]. A body of 
established and proven algorithms are available which can 
handle these various important effects [4,6] as well as 
geometric complexities (e.g., beam, plate, 2-D and 3-D 
elements [7]. 

The required features which are presently not available with 
general purpose finite-element codes are provisions to handle 
rotor/stator interactive forces originating from squeeze-film 
dampers, seals and rub/impact events. Presented herein are 
the results of an effort to develop a squeeze-film damper 
computer software package which can be "plugged" into 
existing finite element codes. This work is detailed in the 
following section of this paper. 

Squeeze-Film Damper Element 
The bearing damper element is essentially an interactive 

element to represent squeeze film dampers. Its purpose is to 
bridge the "gap" between structural elements which are 
separated in the actual engine by a squeeze film damper. In its 
simplest version, it has an input/output setup as shown in Fig. 
1. A source listing of this code is given in reference [8]. 

The rotor/stator interactive force generated in a bearing 
squeeze film damper is modeled using an adaptation of the 
classical Reynolds lubrication equation for incompressible 
laminar isoviscous films. 

d fh3 dp \ d /ft3 dp \ d dh 

dx \ p. dx / dz \ ix dz ' dx at 

where 

z = axial coordinate 
x = circumferential coordinate = r6 
ft = local film thickness 

= instantaneous local rate of change in ft 
dt 
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Fig. 2 Inertial coordinates 

U = sliding velocity = Ru>, typically zero in a damper 
C == radial clearance of damper annulus. 

The relationship between system inertial coordinates and 
damper parameters comes through the expression for h, 
dh/dx and dh/dt. Referring to Fig. 2, these relationships are 
summarized as follows: 

e=(XR-Xs)i+(YR-Ys)j 

S=(XR-XS)1+(YR-YS)] 

then 

h = C-e>n = C-(XR-Xs) c o s 0 -

(YR-YS) sind 

dh 1 dh 1 
dx 

and 

R 36 R 
[(XR-Xs]sm6-

(YR-Ys)cost 

-— =-(XR -Xs) cos 6-(YR- Ys) sin ( 
dt 

(2) 

(3) 

(4) 

(5) 

(6) 

Typical configurations of dampers which are currently 
being employed in engines have done away with centering 
springs common in older designs. Design simplicity as well as 
centering-spring fatigue life are apparently the major reasons. 
Also, in the majority of cases, damper end seals are used 
because this keeps damper throughflow sufficiently low to be 
compatible with the overall engine lub system of pre-damper 
configurations. However, the disadvantage of having end 
seals is that a "large" damper clearance of typically 10 mils is 
required in order for the squeeze-film action to effectively 
dissipate vibration energy. From other considerations, a 
smaller damper clearance would be desireable (e.g., blade tip 
clearances). Without end seals, the optimum damper 
clearance is considerably smaller. Engines with higher oil flow 
capacity and no damper end seals are probably the trend on 
future designs. 

Two typical configurations are shown in Figs. 3 and 4. The 
end seal configuration in Figs. 3 and 4(a) essentially divides 
the lubricant annulus into two pressure domains whereas that 
in Fig. 4(b) is a one-domain problem. In both cases, the 
"long-bearing" solution is appropriate. Conversely, without 
end seals a "short-bearing" type of solution is appropriate. 
Both solutions are options in the software package developed 
in this work. 

For the "long-bearing" solution, dp/dz < < dp/dx, and 
the following ordinary differential equation (two-point 

m FEED 
RJ,HOLE 

in DRAIN 
P0\ HOLE 

Fig. 3 A typical aircraft engine damper configuration 

Q^INGSEALS 

Fig. 4(a) Configuration frequently used in military applications 

Ĵ ISTON-RING 
SEALS 

Fig. 4(b) Configuration frequently used in commercial applications 

boundary value problem) is obtained from equation (1), (for 
U= 0). 

d / h3 dp \ 

dx V a dx J 
12 

dh 
(7) 

dp 
fi dx 

For configurations with no end seals, an improved 
adaptation of the short-bearing approach is used by im
plementing the parabolic assumption of O'Donoghue [9]. The 
following approximation is made. 

4 ^ ' 

U 
p(e,z)=p{6,o)(\-A*j) (8) 

This assumes an axially symmetric axial pressure distribution 
at every circumferential location, and results in the following 
pressure field equation. 

(*£) = 12 
dh Op(6,0)h3 

dt + (9) 

This is actually a first-order Fourier approximation using the 
parabola as the single approximative function. 

A convergent approximation to the full two-dimensional 
Reynolds equation can be obtained, as an extension of the 
foregoing approach by O'Donoghue [9]. The number of 
Fourier terms is increased to N, resulting in N simultaneous 
ordinary differential equations. 
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p(d,z)=pl(6,0)cosy + p 2 ( 0 , O ) c o s - ^ + . . . 

+pN(6,0) cos 
(2N-1)TTZ 

(10) 

Substitution into the general 2-D Reynolds equation (1), 
followed by L H S : R H S segregation by arguments yields N 
ordinary differential equations, one for e a c h p , (0,0), [9]. 

M e t h o d of So lut ion 

Although there are computationally fast closed-form 
solutions available such as given in [10,11], they do not retain 
sufficient generality to handle the specified pressure bound
aries at supply and drain ports (Figs. 3,4,5) of typical 
configurations. Also, they are not amenable to structural 
deflections of the damper elements. For these reasons, the 
following approach has been used. Although somewhat 
computationally slower than closed-form solutions, it is 
nonetheless computationally quite efficient, and retains the 
generality deemed necessary. The solution method given 
below is used for all three formulations (i.e., equations (7) 
through (10). It is described below as implemented for the 
long-bearing formulation. 

Based on a 3-point central difference, the following long-
bearing equation yields equation (11). 

h3 d2p 

dx2 + 3h2 dh 

~dx dx 
• 12 /x 

dh 

~d7 

dp \ _ /> , -+ , -P , - . 

Pi+l-2Pi+Pi_l 

V dx Ji 

2AJC 

12/x 

Rearranging (11) produces 

-,.,[ h) 3/7? dh, 
——I -

Ax2 2Ax dx 
M-S 

Ax2 

dx 

dh, 

It 

2h] 

(11) 

D, C, 

• - • [ 
h] 3hj dh, 

Ax2 2Ax dx 
]=12/t 

dhj_ 

lit 

Ej Rj 

which is condensed to the following form. 

CJPJ+EJPJ_l+DjPj+l=RJ (12) 

Employing the recursion relationship, 

PJ.^AJPJ+BJ (13) 

equation (12) can be expressed in terms of only two adjacent 
grid points as follows 

(14) CJPJ + EJ (AjPj +Bj)+ DjPJ+, = Rj 

PJ^CJ ^E]AJ) +EJBJ+DJPJ+ , = Rj 

Therefore, 

Pj-\Cj-kEjAj'Pj+] 

RJ-EJBJ 

(15) 

(16) 
CJ+EJAJ 

which when compared to equation (13), yields the following 
recursion relationships: 

Aj+\ — 
D: 

Bj+\ 

CJ+EJAJ 

RJ-EJBJ 

(17) 

(18) 
CJ+EJAJ 

From the upstream boundary condition for each domain, the 
{A} and \B] vectors are determined by starting with A 2 = 0, 
B2 = P] (called the forward sweep). 

The downstream boundary condition is inserted at the 
beginning of the backward sweep as follows. 

PM-\ =AMPM+BM 

-A,P,+B, (19) 

Film rupture is handled by the following substitution. If P - < 
-Pvapor. set Pj = P v a p o r before computing Pj_i. This is 
equivalent to the condition dp/dx = 0 at the film-rupture, 
full-film boundary . In the case of the 2-D convergent ap
proach indicated by equation (10), this point-by-point test is 
made on the local summat ion . 

m-.*)=2>* <*;.*>• 

The method of solution, al though not closed-form, is 
noniterative and is a 1-D adaptat ion of the 2-D finite dif
ference method of Castelli and Shapiro [12]. While it does 
entail a one-dimensional, finite-difference scheme, it requires 
only a very small amount of C P U time and is therefore ideally 
suited to time transient rotor dynamics analyses. It has major 
advantages over the purely closed-form approximations, e.g., 
[10,11], as noted earlier. These major advantages are im
mediate account of specified-pressure boundary conditions at 
feed and drain holes of a damper . Also, the finite difference 
approach easily permits account of static as well as dynamic 
deflections which alter the oil film gap geometry from ideal 
rigid circular shapes. 

Force and Force Gradients. Forces components on rotor 
are computed by numerical integration of the instantaneous 
film pressure distribution, as is standard. 

Fx 

Fy=-

lAP 

)AP 

cos 6dA=-LR\ p(6) cos ( 

sin ddA = -LR\ p(6) sin Odd 
(20) 

Stator force components are equal but opposite the rotor 
force components . 

Force gradients (i.e., instantaneous tangent stiffness and 
damping) components are obtained by local " s m a l l " per
turbat ions, as is s tandard. 

dF, 1 .„ , f 5P," T oF, 1 r oFn [ C^ = [ -^J ; [^- = [-^J (21) 

where 

dF, AP, dF, AP,-

dXj AXj dXj AXj 
(22) 

Numerical differentiation is performed with small AXj and 
AXj increments about instantaneous conditions. This 
provides continuous updating of (P,-), [C:J] and [A",-,]. 

Appl ica t ion of D a m p e r Element 

For purposes of checking out the damper element coded 
and to demonstrate its use, two types of computations were 
made. First, a parametric study of damper pressure 
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distributions was made for a variety of specified circular 
orbits, for both long-bearing and short-bearing solutions. 
Second, a four-degree-of-freedom rotor-damper-stator model 
was investigated under conditions of small rotor unbalance 
through large rotor unbalance. These results are summarized 
below. 

For the parametric study on pressure distribution, the 
following damper annulus parameters were used: 

Diameter, D = 6 in. 
Length, L = 1.25 in. 
Radial clearance, C = 0.010 in. 
Lubricant viscosity, /x = 1 X 10~6 reyns 
Angle between inlet oil port and drain port, (0, 

deg 
Inlet oil port pressure, P, = 55 psia 
Drain port pressure, p0 — 15 psia 

0O) = 180 

-180'—J- 180" 

2-DOMAIN 

360" -

I-DOMAIN 

Fig. 5 Unwrapped squeeze-film pressure solution domains for con
figurations shown in Fig. 4 

Lubricant vapor pressure, pv = 1.5 psia 
Orbit angular velocity, fi = 3600 cpm (377. rad/sec) 

The above damper parameters are typical for modern gas 
turbine aircraft engines. A parametric study was made 
postulating the outer ring of the damper fixed and the inner 
ring having a constant-radius constant-velocity concentric 
orbit. Eccentricity ratios (i.e., orbit radius/radial clearance) 
from 0.05 to 0.95 were computed, both for the long-bearing 
and short-bearing solutions. 

Circumferential center-line pressures were plotted as a 
function of circumferential position and time, for one period 
of prescribed motion. The results for the long-bearing 
solution are shown in Fig. 6, and for the short-bearing 
solution in Fig. 7. The difference between long-bearing and 
short-bearing solution is quite large when compared with the 
same radial clearance. One therefore sees why dampers with 
no end seals require smaller clearances to work properly than 
dampers with end seals. 

A simple "driver" code was written (see listing [8]) which 
uses the damper-element code in the same manner as a general 
application with large finite element codes. The "driver" code 
is based on a four-degree-of-freedom system, i.e., planar 
motion of the inner and outer damper elements. This then 
simulates a single-mass rotor connected to a single-mass 
stator via the damper element. The system analyzed is shown 
in Fig. 8. The model is coded to simulate arbitrary rotating 

Fig. 6 Pressure distribution in circumferential direction and time of 
one cycle of circular orbit (long-bearing solution) (a) e/c = 0.05, (b) e/c 
= 0.20, (c) e/c = 0.60, (d) e/c = 0.95 
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Fig. 7 Pressure distribution in circumferential direction and time of 
one cycle of circular orbit (short-bearing solution), (a) e/c = 0.05, (b) e/c 
= 0.20, (c) e/c = 0.6, (cf) e/c = 0.95 

STAT0R(M2) 

OIL F ILM 

P, =55 Psi 

Fig. 8 Simple 2-mass, 4-degree-of-freedom test case (same damper 
parameters as on page 5) 

and/or static radial loads. Aside from demonstration pur
poses, this four-degree-of-freedom model has been devised to 
check against the same type of system when executed with the 
damper element implanted into the general purpose nonlinear 
finite element code ADINA. 

Note from Fig. 8 that the high-pressure port (i.e., feed port) 

is located on the bottom of the damper so as to assist "lift
off". Since centering springs are not typically used, they have 
been excluded in this example. Lift-off therefore requires 
some amount of vibration to overcome the dead-weight load. 
Rotating unbalance loads of 100, 200, 300, 500, and 1000 lbs 
were run with fi = 150 rad/s. Orbital plots were made 
showing rotor and stator total motion on one plot and rotor-
relative-to-stator motion on a second plot. The plotted results 
are shown in Figs. 9 through 13. 

For a 100 lb rotating load (Fig. 9) the motions shown are 
for a 20 cycle transient from time = 0. The rotor and stator 
each show close to the same motion, and their relative motion 
is small, with the rotor barely "lifting off". The relative orbit 
is essentially oscillatory. However, when the rotating load is 
increased to 20.0 lbs, (Fig. 10), the relative orbital motion 
shows the beginnings of orbital motion, i.e., a "cresent 
moon" shape as measured by numerous investigators. 
Further increase in magnitude of the rotating load to 300 lbs 
(Fig. 11) shows a well-defined steady-state total motion as 
well as relative motion. Note that with a 300 lbs rotating load, 
the relative (rotor-to-stator) orbit is still small in comparison 
to the radial damper clearance and confined to the region of 
the bottom of the damper. However, an increase of rotating 
load magnitude to 500 lbs causes a considerable change to the 
relative orbit (Fig. 12). Notice now that the relative motion of 
the rotor with respect to the stator fills a major portion of the 
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Fig. 9 Nonlinear dynamic transient of simple 4 DOE system (see Fig. Fig. 11 Nonlinear dynamic transient of simple 4 DOE system (see Fig. 
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Fig. 10 Nonlinear dynamic transient of simple 4 DOE system (see Fig. Fig. 12 Nonlinear dynamic transient of simple 4 DOE system (see Fig. 
8) \F\ = 200 lbs, a = 150 rad/s, M1 = M2 = 500 lbs, Kx = Ky = 116,000 8) |F | = 500 lbs, u> = 150 rad/s, M1 =M2 = 500 lbs, Kx = Ky = 116,000 
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1000 lbs, a = 150 rad/s, M1 =M2 = 500 lbs, Kx = Ky = 116,000 

clearance circle. Further increase of rotating load magnitude 
to 1000 lbs (Fig. 13) simply causes the steady-state relative 
orbit to expand and fill even more of the damper clearance 
circle. 

Summary 
This paper summarizes the work completed on the first-

year effort of a three-year project. A detailed scope of work 
for the remaining two-year effort is given in reference [8]. The 
work completed and presented in this paper has produced (/') 
an overall solution strategy to the general engine dynamics 
problem, (/;') a clear definition of where present efforts should 
be concentrated to utilize available and proven FE codes, and 
(/'/'/) a squeeze-film damper software package ready for im
plant into available FE codes. 

Acknowledgment 
The work reported in this paper was sponsored by NASA 

Lewis Research Center under NASA Grant NSG-3283. The 
NASA coordinator on this grant was Dr. C. C. Chamis, 
whose suggestions and encouragement are greatly ap
preciated. 

References 
1 Fertis, D. G., "Dynamics and Vibrations of Structures," Wiley, New 

York, 1973. 
2 Hibner, D. H., "Dynamic Response of Viscous-Damped Multi-Shaft Jet 

Engines," AIAA Journal of Aircraft, Vol. 12, 1975, pp. 305-312. 
3 Adams, M. L., "Nonlinear Dynamics of Flexible Multi-Bearing Rotors," 

Journal of Sound and Vibration, Vol. 71, No. 1, 1980, pp. 129-144. 
4 Belytschko, T., "Nonlinear Analyses-Descriptions and Numerical 

Stability," Computer Programs in Shock and Vibration, ed., W. Pilkey and B. 
Pilkey, Shock and Vibration Information Center, Washington, D.C., 1975, pp. 
537. 

5 Zienkiewicz, O. D., "The Finite Element Method," McGraw Hill, 
London, 1977. 

6 Felippa, C. A., and Park, K. C , "Direct Time Integration Methods in 
Nonlinear Structural Dynamics," presented at FENOMECH, University of 
Stuttgart, 1978. 

7 Structural Mechanics Computer Programs, edited by Pilkey, W., Sac-
zalski, K. and Schaeffer, H., University Press of Virginia, Charlottsville, 1975. 

8 Adams, M. L., Padovan, J., and Fertis, D. G., "Finite Elements for 
Rotor/Stator Interactive Forces in General Engine Dynamic Simulation, Part 
1: Development of Bearing Damper Element," (to appear as NASA Report on 
Grant NSG-3283). 

9 O'Donoghue, J. P., Koch, P. R., and Hooke, C. J., "Approximate Short 
Bearing Analysis and Experimental Results Obtained Using Plastic Bearing 
Liners," Proc. Institute of Mechanical Engineers, Vol. 194, 1969, pp. 190-196. 

10 Rhode, S. M., and Li, D. F., "A Generalized Short Bearing Theory," 
ASME Journal of Lubrication Technology, Vol. 102, No. 3,1980, pp. 278-282. 

11 Barrett, L. E., Allaire, P. E., and Gunter, E. J., "A Finite Length 
Bearing Correction Factor for Short Bearing Theory," ASME Journal of 
Lubrication Technology, Vol. 102, No. 3, 1980, pp. 283-290. 

12 Castelli, V., and Shapiro, W., "Improved Method for Numerical 
Solutions of the General Incompressible Fluid Film Lubrication Problem," 
ASME Journal of Lubrication Technology, Vol. 89, No. 2, 1967, pp. 211-218. 

Journal of Engineering for Power JULY 1982, Vol. 104/593 

Downloaded 01 Jun 2010 to 171.66.16.62. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



R. P. Tolokan 

Manager, Applications Engineering. 

J. C. Nablo 

Product Engineer. 

J. B. Brady 

Product Development Engineer. 

Brunswick Corporation, 
Technetics Division, 
DeLand, Fla. 32730 

Ceramic to Metal Attachment 
Using Low Modulus 
BRUNSBOND@ Pad 
BRUNSBOND® Pad is a low modulus sintered fiber metal material developed for 
attaching high temperature ceramic coatings to metal substrates. The fiber metal 
pad acts as a compliant strain absorbing interlayer to accomodate the differences in 
thermal expansivity and operating temperature between the ceramic and metal 
substrate. Ceramic coatings, 0.060 - 0.125 in. thick, remain intact on metal sub
strates through severe multiple cycle thermal excursions. The fiber metal pad is 
comparable in insulating value to the ceramic coating. Applications include ceramic 
thermal barrier coatings for high temperature gas turbine engine seals and com-
bustors, MHD electrodes, and internal combustion engine insulators. 

Introduction 
Ceramic thermal barrier coatings are used extensively to 

protect metal substrates exposed to high temperature, erosive 
and corrosive environments. These coatings are very 
beneficial for insulation and corrosion protection but are 
severely limited in application by problems of maintaining 
attachment to the metal substrate. Ceramic to metal joints are 
impaired by the significant difference in coefficients of 
thermal expansion between ceramic and metal. This ex
pansivity difference imposes substantial stress at the ceramic-
metal bondline during thermal cycling which leads to fracture 
and failure by spalling of the ceramic coating. Adherence of 
ceramic coatings has been improved through the development 
of intermediate bond coats. Nevertheless, ceramic coatings 
are generally limited to thicknesses of 0.010 - 0.040 in. (0.25-
1.0mm) to maintain coating adherence in a thermally stressed 
environment. Limiting thermal excursions and matching 
ceramics to low expansivity alloys is useful but does not 
provide an adequate solution to the attachment problem for 
high temperature ceramic-metal systems cycled through a 
wide temperature range. One method for improving ceramic 
attachment is to introduce an intermediate, expansivity 
compensating layer between metal and ceramic which can 
absorb the stress generated during thermal cycling. A sin
tered, oxidation resistant structure of metal fibers was 
developed to provide a compliant, low modulus structure 
which can absorb the bondline stresses between ceramic and 
metal. This intermediate compliant fiber metal pad allows the 
ceramic-metal composite to withstand severe thermal shock 
without delamination of the ceramic coating. 

Brunswick Corporation manufactures metal fibers and 
sintered fiber metal products in its DeLand, Florida plant. 

Contributed by the Division of THE AMERICAN SOCIETY OF MECHANICAL 

ENGINEERS and presented at the International Gas Turbine Conference, 
Houston, Texas, March 8-12, 1981. Manuscript received by the Gas Turbine 
Division, December 18, 1980. Paper No. 81-GT|60. 

Fiber metal products are made from randomly oriented fibers 
which are sintered for strength. A wide range of properties 
can be obtained by controlling product fiber diameter, 
porosity (or density), and sintering conditions. Fiber metal 
products include FELTMETAL® abradable seals and acoustic 
media, filters, wicks, gaskets, and other products. 

Development of products for ceramic-metal attachment has 
its origins in the use of nickel-chromium alloy fiber metal 
abradable seals in the compressor sections of gas turbine 
engines. These products are useful to 1100°F (600°C) for long 
term operation. To achieve higher temperature operating 
capability, the iron-nickel-chromium-aluminum BRUN-
SLLOY® abradable seal products were developed for turbine 
seal applications to 1700°F (925°C). For even higher 
operating temperatures, metal systems are approaching their 
operating limit and ceramic systems are being evaluated for 
temperatures greater than 2200°F. The fiber metal low 
modulus ceramic attachment concept was developed as an 
interlayer between ceramic and metal for ceramic seal ap
plications. The fiber metal layer allows the ceramic seal to 
withstand the cyclic thermal stresses of the gas turbine engine 
without delamination. 

The Attachment Concept 
Use of an intermediate layer between the ceramic and metal 

substrate has been investigated by others as a means of im
proving ceramic attachment. Low expansivity alloy in
termediates are used for lower temperature applications. The 
graded alpha technique is also used wherein layers of material 
between the ceramic and metal substrate are graded in ex
pansivity from a high expansivity layer on the metal side to a 
low expansivity layer on the ceramic side. By controlling the 
thermal and mechanical properties of each layer, the ceramic 
to metal attachment can be maintained. While the graded 
expansivity approach is useful, it is a complex manufacturing 
procedure requiring good control of intermediate layer ap
plication. 

Ceramic attachment can be approached by introducing a 
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Fig.2 Test hardware showing BRUNSBON[)$ Pad· zirconia ceramic
and pad on metal backings

3000°F- GAS TEMP.0.003 BOND COAT

CERAMIC
0,060
0.100

-'--+-1,...--------, - 2500° F
ZIRCONIA

.--=!==l=.-BR-U"':;;NS~B;':':;m~W~®':":'p-AD-.....j- 1800 0 F
I-r--r--r-;--,--.,---,--,..-l- 1250°F

Fig.1 High temperature ceramic seal cross section

low modulus compliant strain isolator intermediate between
the ceramic and metal. This strain isolator will elastically
absorb the stresses generated during thermal cycling by the
mismatch in the coefficients of thermal expansivity of the
ceramic and metal and by the difference in temperature of the
ceramic and metal components. Fiber metal materials are
uniquely suited as a strain absorbing layer due to the inherent
properties of these structures. Fiber metal structures are
composed of randomly arrayed fibers which are sintered
together to produce a fiber network of continuous porosity.
These materials can be treated as a three dimensional grid
whose mechanical and thermal properties are a fraction of the
properties of the solid alloy from which the product is made.
Properties vary and are controlled by product density (percent
by volume of solid metal). The higher the product density. the
closer fiber metal product properties will approach the
properties of the solid alloy.

BRUNSBOND@ Pad is the designation chosen for fiber
metal products used for ceramic attachment. Fiber metal
materials are low modulus products with an elastic modulus
lower than either the metal substrate or the ceramic. Thus, the
fiber metal layer takes up the strain induced by the expansivity
mismatch and reduces the stress transmitted to the ceramic.
The fiber metal interlayer also absorbs the distortion induced
initially as the very hot ceramic expands rapidly relative to the
cooler metal backing. Fiber metal density is chosen to achieve
a balance between product compliance and strength. Products
also have a high elastic range and will allow up to 2 percent
elongation to failure. The BRUNSBOND@ Pad approach
provides a relatively simple, single intermediate layer method
for attaching ceramics to a metal substrate. The fiber metal
pad is brazed to the metal substrate. Usually, the ceramic is
applied by plasma spraying. The pad is first coated with a
suitable bondcoat (0.003 in. or 0.076mm thick) to improve
ceramic adherence, followed by ceramic spraying. The plasma
sprayed ceramic penetrates the surface porosity of the fiber
metal pad to form mechanical and chemical bonding between
the ceramic and pad. Presintered ceramics can also be applied
to the pad by metallizing the ceramic and direct brazing.

The ceramic attachment concept is illustrated in Fig. I for a
high temperature turbine seal application. At operating
temperature a substantial temperature drop is achieved
through the ceramic and pad. The compliant BRUNSBOND@
Pad interlayer allows a relatively thick ceramic coating to be
used for insulation without delaminating. The fiber metal pad
in itself is a good insulator because of its porosity. The pad is
equivalent or better as an insulator than the high density
ceramic coating. The insulating value of the pad improves the
thermal barrier effect of the ceramic-pad system and allows

Fig. 3 Cross section of the ceramic to pad interface (25X)

large temperature drops to be taken across both the ceramic
and BRUNSBOND@ Pad.

Figure 2 shows two views of a ceramic attachment test piece
using a strain absorbing fiber metal pad. The part on the left
shows the BRUNSBOND@ Pad as brazed to the metal
backing. The part on the right shows backing, pad and plasma
sprayed zirconium oxide ceramic coating.

A cross section of the ceramic-pad interface is shown in Fig.
3 while the pad-metal backing interface is shown in Fig. 4.
Note the good penetration of both ceramic and braze alloy
into the pad. The porous nature of the pad surface is
illustrated in Fig. 5.

BRUNSBOND@ Pad products can be made from different
alloys to obtain required properties. The alloy most used is
Hoskins 875 (FeCrAl) which was chosen for its good long
term oxidation resistance to l800°F (1000°C). Nickel has also
been used for MHD electrodes for improved electrical con
ductivity. 347SS is used for lower temperature applications.
The fiber metal pad is formable as illustrated in Fig. 6.

Attachment Product Properties
Product Description. The BRUNSBOND@ Pad cOl1)pliant

layer consists of a mat of randomly oriented fibers, diffusion
bonded (sintered) together at high temperatures. The mat can
be formed to very low densities, approaching 10 percent of the
theoretical density of the base alloy. The upper limit of
density is approximately 70 percent but as compliant layers,
30 - 60 percent is a more practical limit. Product area densities
(weight per unit area) ranging from 0.20 to 5.5 Ib/ft2 (0.10
2.7 gr/cm 2 ) have been produced for widely varying ap-
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Fig. 4 Cross section of the braze bondline between BRUNSBON[)@
Pad and metal backing (25X)

Fig.5 SEM macrograph of a Hoskins 875 BRUNSBON[)@ Pad surface
(lOX)

plications. Any alloy that is sufficiently ductile to be drawn
into fine wire and is sinterable can be processed into
BRUNSBOND@ Pad. Commonly used alloys are nickel,
stainless steel and alloy 875 J. Alloy 875 is a solid solution
alloy of FE - 22.5 percent CR-5.5 percent AL composition,
consisting of a ferrite matrix with chrome and titanium
carbides. Compositional stability of the alloys is maintained
even during high temperature sintering. Alloy selection is
based primarily on the anticipated operating temperature of
the product with nickel and stainless steel used for the low
temperature ranges and Alloy 875 for the high temperature
range. Fiber diameter, while not a factor in most mechanical
properties, does have a strong effect on oxidation resistance.
Large fibers have lower specific surface areas and as a result,
possess better oxidation/corrosion resistance.

Product density is the single most important variable in the
design of the compliant layer because it determines
mechanical strength (UTS, yield strength, modulus) and
thermal conductivity. In the majority of current BRUN
SBOND@ Pad applications, the density is in the 35 - 45 percent
range (2.8 - 3.6 gm/cc). Product percent density is defined as
the ratio of the apparent density of the fiber metal product to
the density of the solid alloy from which the fibers are
produced times 100. As a rule of thumb, increasing the
density of a product 7 points will aproximately double the
ultimate tensile strength.

J Hoskins Alloy 875, Hoskins Mfg. Co., Detroit, Mich.
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Fig.6 As formed configurations of BRUNSBON[)@Pad

An important property of all fiber metal structures, and
specifically BRUNSBOND@ Pad, is the anisotropic nature of
product mechanical and thermal properties. Because many
more fibers are aligned parallel to the X- Y plane (plane of the
sheet) than parallel to the Z plane (thickness direction), the
mechanical strength and thermal conductivity of the product
are much higher in the X- Y plane. For most BRUNSBOND@
Pad products, the Z plane ultimate tensile strength (flatwise
UTS) is about 15 - 35 percent of the X- Y strength. This
physical anisotropy must be considered when designing for
BRUNSBOND@ Pad applications.

Mechanical Properties. Basic mechanical properties testing
to determine the short term tensile and compressive
stress/strain characteristics for H-875 BRUNSBOND@ Pad,
35 percent dense at 0.100 in. thick (0.25 cm), has been per
formed at room and elevated temperatures. From these tests,
stress/strain relationships, ultimate tensile and 0.2070 offset
yield strengths as well as modulus of elasticity, have been
derived. Properties testing was carried out using Instron
universal testers, equipped with various load cells and a high
temperature resistance type tube furnace for elevated tem
perature tests. Specially constructed Inconel 625 jaws were
used for all high temperature tests. Because of its anisotropic
nature, the pad was tensile tested in both the X- Y (4.0 in. gage
length - 10.2 cm) and Z planes (0.100 in. or 0.25 cm gage
length) at room temperatures and 1500°F (816°C). Crosshead
movement was used to determine sample strain in all tensile
tests.

Compressive stress/strain properties of the pad are dif
ferent than tensile properties because the compressive forces
tend to increase the sample density, thereby increasing its load
bearing capacity. Single layer, 0.100 in. thick (0.25 cm) one
quarter square in., (1.5 cm2 ) samples were tested in a specially
built test rig equipped with a high temperature furnace.
Because compressive sample strains in the Z plane were so
small, an accurate extensometer, mounted outside the hot
zone, was used to measure sample strain.

Results of the properties testing are summarized in Table 1.
The low elastic modulus of the fiber metal pad is evident with
a room temperature tensile modulus of 1.2 million psi and a
room temperature compressive modulus of 120,000 psi. The
anisotropic properties of the fiber metal product are also
shown in Table 1. Both strength and modulus are significantly
greater in the X- Y plane (or plane of the sheet) than in the Z
plane (or thickness direction). Z plane strength is seen to be 20
percent of the XY plane values. The thermal conductivity of
fiber metal products is also lowest through the product
thickness making the product a good insulator. This direc-
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Table 1 Mechanical properties of 35 percent Density 
Hoskins 875 BRUNSBOND® Pad - 0.100 in, thick 

PROPERTY & TEST PLANE 

ULTIMATE STRENGTH (PSI) 

Tensile X-y Plane 
Z Plane 

Shear 

0.2% OFFSET YIELD STRENGTH 

Tensile X-Y Plane 
Z Plane 

Shear 
Compressive Z Plane 

STRAIN AT UTS (%) 

Tensile X-Y Plane 
Z Plane 

Shear 

MODULUS OF ELASTICITY (PSI 

Tensile X-Y Plane 
Z Plane 

Shear 
Compressive Z Plane 
Flexure 

(PSI) 

X 103) 

TEST TEMP 

70 

4850 
1000 
2200 

4600 
850 
1950 
3300 

1.0 
7.5 
13.5 

1150 
25.0 
21.0 
120 
1200 

- I°« 

1500 

1000 
750 
590 

850 
690 
550 
520 

5.6 
11.0 
14.0 

260 
9.0 
13.0 
26.0 

-

Fig. 7 X-V tensile stress/strain @ room temperature for 35 percent 
dense H-875 BRUNSBOND® Pad 

tionality of properties can be used to advantage and must be 
considered in component design. 

Increasing product test temperature to 1500°F (816°C) 
reduces tensile strength and modulus to about 20 percent for 
X- Yproperties and 60 percent for Z plane properties. Z plane 
properties are lower at room temperature but change less in 
going to high temperature. This effect could be caused by 
fiber reorientation and strengthening in Z plane elongation at 
elevated temperatures. At room temperature, fibers ap
parently fail at bond sites without significant reorientation or 
elongation. The effect of high temperature on fiber metal 
properties is proportional to the temperature effect on the 
solid alloy from which the fibers are made. Thus, if the effect 
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/ 

s 

Fig. 8 "Z " compressive stress/strain @ room temperature for H-875 
BRUNSBOND®Pad 

10.0 

Fig. 9 Thermal conductivity versus density for H-875 BRUNSBOND® 
Pad 

of temperature on alloy properties is known, the high tem
perature properties of fiber metal made from that alloy can be 
predicted. 

Yield strength and tensile strength in both fiber metal 
planes are nearly equal indicating a brittle type failure. In 
tension and compression, fiber metal products show no 
discontinuity as the applied load is increased and the 
proportional limit is not obvious. In compression, fiber metal 
products have no ultimate strength as such because the 
product does not fail; it will continue to compress and in
crease in resistance to compression as it densifies until 
essentially a solid compact results. 

Figure 7 shows a typical tensile stress/strain curve for 35 
percent dense H-875 BRUNSBOND® Pad at room tem-
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Fig. 11 Thermal shock rig shOWing front of sample in heating position

Fig. 10 Oxidation Iile versus operating temperature for H·875
BRUNSBOND'" Pad· 7 percent Ilmltlng weight gain

Pad to Substrate Attachment. The compliant layer must
be attached to the solid metal substrate in such a way as to
provide a thermally and mechanically stable base for the
ceramic top coat. This attachment is normally provided by
brazing with an alloy that is compatible with both pad and
substrate and is chemically stable at the maximum operating
temperature of the bondline. Properly brazed, the bond
strength will always exceed the pad flat wise or shear strength
at all points.

For high temperature applications, the nickel base braze
alloys, such as AMS 4777 and AMS 4782, have been fully
developed for attaching Alloy 875 BRUNSBOND@ Pad to
nickel, iron or cobalt base superalloy components. For lower
temperatures, copper or silver base alloys have been used. The
brazing process consists of pad preparation, fixturing, and
heat treating. The pad is formed by various methods to fit the
shape of the component and is assembled to the substrate with
braze alloy on the surface to be brazed. Mechanical fixturing
is applied to the assembly and tightened to a pre-set pressure.
This assembly is then furnace brazed, usually in vacuum or
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perature in the X- Y plane. Testing was performed by suc
cessive load/unload cycles with sample measurements taken
at each step. The curve shows the amount of permanent set
taken by the sample during each cycle. Slight permanent set
was noted above 2500 psi, (17.2 MPa) while considerable set
occurred above 3500 psi (24.1 MPa).

A plot of compressive suess/strain is presented in Fig. 8 for
H-875 pad. Note that the sample did not exhibit a distinct
yield point up to the maximum stress of 4000 psi (27.6 MPa).
Permanent deformation during the testing totaled 0.18
percent which corresponds to an elastic recovery of 82 per
cent. Elastic recovery, of course, is greatly reduced at elevated
temperatures.

Thermal Conductivity. BRUNSBOND@Pad, like other low
density fiber products, is a good thermal insulator. The
product is influenced more by the air filling its pores than by
its metal fiber skeleton. In fact, H-875 BRUNSBOND@Pad at
35 percent density is as good an insulator as many plasma
sprayed ceramic thermal barrier coatings such as yttria
stabilized zirconia. It is a better insulator than many dense
presintered ceramics like alumina. The advantage of good
insulation in ceramic attachment applications is that less
cooling air is needed on the solid metal side of the composite
and lower grade materials may be substituted. The pad is self
insulating and under high heat flux conditions, proper design
is required to prevent pad overheating at the pad-ceramic
interface.

Figure 9 shows the thermal conductivity for H-875
BRUNSBOND@ Pad at three temperatures over the 25 to 50
percent density range. This plot represents an extrapolation of
thermal conductivity measurements of 35 and 41 percent
dense pad tested over the range of temperatures .. The
measurements were made by an independent lab using the
guarded hot plate method. The conductivity of 35 percent
dense pad at room temperature was measured to be 0.5 W
m- I - deg -lor about 2.7 percent of the solid alloy. This
measurement is made through the thickness (2 plane) of the
material. From Fig. 9, the significant effect of product density
on through thickness thermal conductivity is apparent.
Product density is an important factor in controlling product
thermal conductivity as well as mechanical properties.
Product strength and thermal conductivity are increased
significantly as product density is increased.

Oxidation Life. Most ceramic attachment applications
place the compliant layer in a relatively hostile environment in
terms of temperature, stress, and corrosive elements. For
these reasons, it is imperative that the pad have excellent
oxidation/corrosion resistance. Alloy 875 was selected for
high temperature applications because of its excellent
oxidation life at temperatures up to 2100°F (I 150°C) in air.
With its high aluminum content (5 - 6 W/0), Alloy 875 forms
a protective layer of aluminum oxide (AI20) during high
temperature exposure to air. This oxide film is very stable and
limits the diffusion of oxygen to the interior of the fibers.
Silicon in the alloy helps to promote oxide layer adherence
during severe thermal shock.

Samples of sintered pad and unsintered wire (all 5.6 mil
fiber dia 0.14mm) were oxidized at 1900 and 2100°F (1040
and I 150°C) in air in zircon boats. Accurate weighings were
made at selected intervals to determine weight gain. Results
were plotted and extrapolated to 10,000 hours. Fig. 10 shows
oxidation life (in still air) versus temperature, for a maximum
weight gain of 7 percent. A 40 percent reduction of ultimate
tensile strength normally occurs after oxidation to this level.

In using the ceramic-pad system, it is necessary to shield or
protect the edges of ceramic-pad components. Edge
protection prevents hot gases from flowing around the
ceramic surface and overheating and rapidly oxidizing the
strain isolator pad.
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dry hydrogen. After brazing, the part is inspected and cleaned 
by grit blasting prior to application of the ceramic top coat. A 
nondestructive method for testing braze bond integrity is 
currently under investigation. 

Thermal Shock Testing 
Thermal shock testing of plasma sprayed ceramic thermal 

barriers applied to metal substrates using an intermediate 
BRUNSBOND® Pad attachment has been performed both in 
house and in several external test programs [1,2,7]. Results of 
thermal shock testing have shown that a well designed 
ceramic-pad-metal substrate can withstand as many as one 
thousand thermal shock cycles without delamination of the 
ceramic. A typical test rig is shown in Figure 11. The ceramic 
face of the sample is heated to temperatures of 2600 - 3000°F 
(1240 - 1650°C) while the backside of the metal substrate is 
maintained at 900 - 1000°F (500°C) by air cooling. After a 
typical 3 minutes at temperature, the heat source is removed 
and the sample is air cooled for 1 minute dropping the 
temperature of the ceramic face to below 1000°F (540°C). 
Testing to 1000 cycles was chosen as a useful indicator of 
ceramic life. After 1000 cycles, the ceramic-pad system shows 
pitting and microcracking of the ceramic surface to relieve 
stresses. Ceramic surface microcracks close up as the ceramic 
is heated. The ceramic remains intact attached to the pad and 
metal substrate without impairment of its insulating 
capability. Thermal shock testing is being used to evaluate 
and improve ceramic-pad design. Ceramic-pad systems are 
also currently being tested in a variety of engine applications. 

Applications 
The usefulness of the BRUNSBOND® Pad ceramic at

tachment concept is in thermal barriers which are subjected to 
high temperatures and large thermal excursions. The fiber 
metal pad absorbs much of the strain caused by the thermal 
expansivity mismatch and minimizes the stress on the ceramic 
at the ceramic-pad interface. 

One application is for attachment of zirconia ceramic 
abradable seals for the first turbine stage of advanced gas 
turbine engines [7]. An insulating ceramic seal system is 
required to withstand turbine inlet temperatures up to 3100° F 
which will occur as turbines operate at higher temperatures 
for improved efficiency. Ceramic seal systems can take the 
high temperatures and provide insulation to contain the heat 
in the turbine and minimize heat transfer to the metallic case. 
Substantial development progress has been made over the past 
two years in producing abradable, thermal shock resistant 
ceramic coatings for engine seal applications. A typical 
ceramic seal ring consists of individual 30 percent arc 
segments which together form a ring. The seal consists of a 
cobalt or nickel base alloy backing shoe to which a 35 percent 
density Hoskins 875 BRUNSBOND® Pad is brazed. After 
applying a NiCrAlY bond coat about 0.003 in. (0.0076cm) 
thick, an yttria stabilized zirconia is plasma sprayed onto the 
pad 0.060 - 0.100 in. (0.15 - 0.25 cm) thick to form the 
ceramic seal. A ceramic seal schematic is shown in Fig. 2. 
Ceramic-pad thermal barriers are also suitable for other 
turbine components such as vane endwalls. 

Attached plasma sprayed ceramics are also being used as 
thermal barriers for gas turbine engine combustors. As 
combustion temperatures are raised for greater thermal ef
ficiency, metallic combustors even with a thin ceramic coating 
suffer significantly reduced operating life. Using the ceramic-
pad thermal barrier approach dropped the outside tem
perature of the combustor 500 °F (280 °C) in a typical ap
plication to greatly extend combustor life. Optimization of 
combustor thermal barrier designs should also allow cost 
reduction through use of less oxidation resistant burner 
alloys. The ceramic-BRUNSBOND® Pad insulating system 

offers substantial benefits as a thermal barrier liner and 
should see increasing application in combustors. 

Another application for ceramic attachment is in electrodes 
for MHD reactors. A set of electrodes was prepared jointly 
with the Advanced Energy Systems Division of Westinghouse 
Electric Corp. for testing in the U-02 channel on the joint US-
USSR nonslagging gas fired MHD program. Electrodes 
consisted of electrically conductive nickel fiber metal pads 
brazed to a water cooled copper base. A presintered con
ductive lanthanum chromite ceramic was brazed to the pad 
surface. Test results [5] indicated that the nickel fiber metal 
pad performed satisfactorily in terms of attachment, thermal 
and electrical conductivity. The U-02 channel was operated at 
temperature for 132 hours during the test, with 107 hours at 
full MHD conditions. 

Yet another potential use of the ceramic-pad concept is in 
combustion chamber insulation for diesel and internal 
combustion engines. Combustion chamber insulation allows 
combustion temperatures to be raised and combustion 
thermal efficiences to be improved. Improved combustion 
chamber insulation translates into less heat removal through 
the engine and more heat energy converted into useful work. 
Development work on ceramic-pad combustion insulators is 
currently ongoing at several companies. 

The aforementioned applications are areas of active current 
development for ceramic-BRUNSBOND® Pad systems. It is 
expected that other thermal barrier applications will emerge 
where the need for good insulation and thermal cycle stability 
are essential. Ceramic thermal barriers for chemical 
processing, including synfuels, is a long term possibility. 

Conclusions 
A compliant fiber metal interlayer is useful for attaching 

ceramic overlay coatings to metal substrates in high tem
perature, thermally cycled environments. The low modulus 
fiber metal product, designated BRUNSBOND® Pad, absorbs 
the strain between the metal and the ceramic caused by dif
ferences in the thermal expansivity and by the thermal 
gradients. The strain absorbing pad reduces the stress applied 
to the ceramic at the pad-ceramic interface allowing the 
ceramic to remain in place intact through multiple thermal 
cycles. A typical BRUNSBOND® Pad is composed of sin
tered 0.0056 in. (0.014 cm) diameter Hoskins 875 wire at .062-
.125 in. thick (0.16 - 0.32 cm) and 35 percent density (65 
percent porosity). The product exhibits strength, compliance, 
oxidation resistance and good insulating properties com
parable to that of the ceramic itself. Product characteristics, 
can be tailored to specific applications by varying parameters 
such as percent density, fiber diameter, alloy and thickness. 

A typical ceramic-pad system is fabricated by brazing the 
BRUNSBOND® Pad to the metal substrate. A NiCrAlY bond 
coat followed by an yttria stabilized zirconia ceramic is then 
applied by plasma spraying. 

Applications being developed include thermal barriers for 
high temperature ceramic seal and turbine components of gas 
turbine engines, electrodes for MHD generator channels, 
combustor liners for gas turbine and burner applications and 
combustion chamber liners for diesel and internal combustion 
engines. Key requirements of each of these applications are 
high temperature capability, good insulating properties and 
durability under conditions of multiple thermal cycles. 
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Fabrication of Injection Molded 
Sintered Alpha SiC Turbine 
Components 
Fabrication of a sintered alpha Silicon Carbide turbine blade by injection molding is 
described. An extensive process variation matrix was carried out to define the 
optimum fabrication conditions. Variation of molding parameters had a significant 
impact on yield. Turbine blades were produced in a reasonable yield which met a 
rigid quality and dimensional specification. Application of injection molding 
technology to more complex components such as integral rotors is also described. 

Introduction 

Sintered alpha SiC is being considered for use in a variety of 
turbine engine applications. The high temperature capability 
of this material offers the potential of increased turbine ef
ficiencies associated with higher operating temperatures. The 
fabrication techniques currently available for sintered alpha 
SiC (SASC) offer net shape or near net shape component 
production. Furthermore, there are no critical raw material 
supply problems for Silicon Carbide (which is manufactured 
by the Acheson process utilizing carbon and sand), as opposed 
to an uncertain future for super alloy components containing 
Cobalt and Chromium. 

Carborundum has been working with the Detroit Diesel 
Allison Division of General Motors for several years on 
turbine engine programs which are sponsored by the 
Department of Energy and administered through the NASA-
Lewis Research Laboratory. The development of an injection 
molded turbine blade for the "Ceramic Applications in 
Turbine Engines" (CATE) program will be described. This 
has lead to component development on a second DOE 
program, the Automotive Gas Turbine (AGT) with Car
borundum acting as a subcontractor to both Detroit Diesel 
Allison and Garrett Turbine Engine Co. Fabrication of 
several of these components will be discussed. 

Material 

The physical properties of sintered alpha Silicon Carbide 
fabricated by injection molding are shown in Table 1. 
Material strength is essentially constant from room tem
perature up to 1500°C (2732°F) [1]. Sintered alpha Silicon 
Carbide is extremely resistant to oxidation at temperatures up 
to 1400°C (2552°F) [2], Short term maximum exposure 
temperatures of 1750°C (3182°F) in air have been demon
strated [3]. 

Contributed by the Gas Turbine Division of THE AMERICAN SOCIETY OF 
MECHANICAL ENGINEERS and presented at the International Gas Turbine 
Conference, Houston, Texas, March 8-12, 1981. Manuscript received at ASME 
Headquarters, December 18, 1980. Paper No. 81-GT-161. 

Table 1 Properties of Injection Molded Sintered Alpha SiC 

Property Units RT 1000°C 
Hardness 
Density 
Young's modulus 
Shear modulus 
Poisson ratio 
Flexural strength 
(4pt, 1/8 x lAx 2 in bar, 
1.5 in. outer span, 0.5 in. 
inner span) 
Weibull modulus 
(2 parameter, 30 samples) 
Fracture toughness ksiin

 Vl 

(double tortion and 
SENB) 
* 1200°C(2192°F) 

Kg/mm2 

gm/cc 
Mpsi(MPa) 
Mpsi(MPa) 

— 

psi(MPa) 
-

(MPam' / 2) 

2800 
3.10-3.18 
58.9(4.06) 54.9(378) 
25.8(178) 24.5(169) 
0.142 .118 

61,500(424) 57,500*(396) 
5.8 6.0* 

4.2 5.8 

(4.6) (6.4) 

The results of cyclic exposure testing at 1200°C (2192°F) 
for Refel®, reaction sintered Silicon Carbide, reaction bonded 
Silicon Nitride (ACC RBSN 101) and sintered alpha Silicon 
Carbide (cold pressed) have recently been reported [4]. Test 
bars were placed in a rotating fixture and exposed to tem
peratures alternating between ambient and 1200°C. After 
2100 hours, the Refel® reaction sintered Silicon Carbide 
exhibited a definite downward trend, while the reaction 
bonded Si3N4 (RBSN) had a slight downward trend. The 
sintered alpha SiC strengths were essentially constant, or 
perhaps slightly higher for 3500 hours. Only the RBSN and 
SASC were selected for 1370°C (2500°F) testing. The RBSN 
displayed a clearly downward trend and testing was stopped at 
2100 hours. The SASC strengths when tested at room tem
perature were constant up to the test limit of 3500 hours (with 
the exception of an anomolous test at 2100 hours which was 
not reproducible in subsequent retesting). The 1200°C 
(2192°F) strengths dropped from 350 Mpa (51KSI) after 3,500 
hours at 1370°C to 225 MPa (33KSI). 

Blade Fabrication 

Injection molding of sintered alpha SiC components has 
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Table 2 Process variations for sets 1-9 of injection molded blades/bars 

Set: 
Temp, zone 3 
Temp, zone 2 
Temp, zone 1 
Temp, nozzle 
Temp, mold 
Injection pressure 
Gate 
Machine 
Yield of good blades 
after molding 
Yield of good bars 
after molding 

1 
T, 

T2 
T3 
T6 
T9 
Pi 
G, 
NB 

13 

14 

2 
Ti 

T2 
T3 

T6 

Tio 
P, 
Gi 
NB 

13 

7 

3 
Ti 
T2 
T3 

T6 
Tii 
Pi 
Gi 
NB 

13 

15 

4 
' T2 

T3 
T4 

. T7 

Tn 
Pi 
G, 
NB 
13 

15 

5 
T2 
T3 

T4 
T7 
Tio 
Pi 
Gi 
NB 
10 

0 

6 
T2 
T3 

T4 
T7 
T9 
Pi 
G, 
NB 
11 

9 

7 
T3 
T4 
T5 
T8 

T9 
Pi 
G, 
NB 
15 

13 

8 
T3 

T4 
T5 
T8 

Tio 
Pi 
Gi 
NB 
12 

9 

9 
T3 
T4 

T5 
T8 
Tn 
Pi 
Gi 
NB 
11 

15 

been under development at Carborundum for several years 
[5], and was selected as the processing technique to fabricate 
the first stage rotor blade for the CATE (truck turbine) 
program. This process was hoped to provide net shape 
fabrication capability with the exception of limited grinding 
to be carried out on the attachment platform and blade tip 
areas. 

The process developed at Carborundum involves preparing 
a blend of thermoplastic resins and plasticizers with alpha SiC 
powder. This blend can then be formed into complex shapes 
using conventional plastic forming equipment. After 
molding, the parts are baked using an accurately controlled 
heat-up rate to remove the organics. During sintering, the 
parts undergo a linear shrinkage of approximately 18 percent 
producing a strong, single phase Silicon Carbide body with a 
density in excess of 95 percent of the theoretical value (3.21 
gm/cc). One of the goals of this program was to establish the 
degree to which this shrinkage could be controlled, especially 
with regard to minimizing distortion. Detroit Diesel Allison 
established the airfoil dimensional specification which they 
employed for metal turbine blades as a program goal. This 
was a tolerance band of ± 0.002 in. (.005 cm) over the entire 
surface of the airfoil. In addition, there were rigorous NDE 
specifications (fluorescent penetrant and X-ray) which were 
established. 

The initial stages of the DDA-Carborundum program 
utilized a prototype blade design which enabled Car
borundum to carry out initial process development while a 
final blade design was being optimized by DDA. An injection 
molding tool was built and parts were successfully fabricated, 
i.e. blades were obtained which were free of major flaws or 
defects, and distortion was kept to a minimum. 

Based on the accomplishments in this initial phase, a new 
injection molding tool was constructed using a revised, op
timized design which was fully analyzed by DDA to calculate 
thermal and mechanical stress distributions. This tool was a 
two cavity mold: the turbine blade and an accompanying test 
bar. The two cavities were fed by a U-shaped runner and since 
the cavities were of differing dimensions, the system was not 
balanced; i.e. one cavity would fill while the other was only 
partially filled during injection. 

An initial set of turbine blades was fabricated using a trial 
and error technique to produce parts which had an optimum 
appearance based on the elimination of cracks and flow lines. 
Two types of injection molding gate were employed: a con
ventional circular end gate, and a fan gate which spreads the 
material flow out 90° before the plastic is injected into the 
blade cavity. Parts were supplied to DDA after baking and 
sintering. Their dimensional analysis indicated that the 
standard gate provided blades of greater uniformity. The 
parameters used for processing these blades were then used as 
a starting point for establishing a process variation matrix. 
The variables which were thought to be significant in con
trolling part quality and variability were defined and a 
systematic variation established. The sintered parts would 

then be evaluated using NDE techniques (microscopic visual 
examination at 8-40X, fluorescent penetrant and X-ray), as 
well as dimensionally to establish the conditions that resulted 
in the maximum yield of acceptable parts. 

The parameters which were judged to be of maximum 
importance for this study were melt temperature in the in
jection molding barrel, temperature of the nozzle, tem
perature of the mold, injection pressure, gate geometry and 
type of injection molding machine. These variables had been 
seen to produce the greatest degree of change in part quality 
based on Carborundum's previous experience in molding and 
sintering. Conversely, injection speed, injection time, holding 
pressure, holding time, and cooling time were judged to be 
less critical and were held constant throughout this study. 

An initial set of nine experiments was defined to select the 
optimum temperatures for molding. The variations carried 
out are shown in Table 2. Zones 1-3 refer to the sections of the 
injection molding barrel, zone 3 being the feed end and zone 1 
the nozzle end. Sets 1,2,3 employed the same barrel and 
nozzle temperatures while the mold temperature was varied. 
Sets 4,5,6 then used a new set of barrel and nozzle tem
peratures while carrying out the same variation in mold 
temperature that was used for sets 1-3. This pattern was 
repeated in sets 7,8,9 with new barrel and nozzle temperatures 
and the same mold temperature variation. Injection pressure 
was held constant. The gate configuration used was the 
standard circular gate. Molding was carried out on a 175 ton 
New Britian reciprocating screw type injection molding 
machine. Fifteen blade/bars pairs were molded for each set. 

The molded blades were examined visually using 8-40X 
magnification. Yield of acceptable blades varied from 67 
percent for set 5 to 100 percent for set 7. The yield of bars 
passing visual inspection ranged from 0 percent for set 5 to 
100 percent for sets 3,4, and 9. 

The next step was then to define the optimum injection 
pressure. The conditions for sets 3 and 4 were used as a center 
point, about which pressure was varied as shown in Table III. 

Set 11 was thus a repeat of set 3, and set 14 a repeat of set 4. 
It can be observed from the yield data in Tables 2 and 3 that 
the conditions which appear to optimize the yield of good 
blades do not necessarily coincide with those for good bars. 
This is the consequence of using an unbalanced runner system 
and illustrates the potential for misinterpretation in using the 
test bar as a measure of blade quality or strength. 

Although earlier dimensional analysis at DDA indicated the 
preference for the standard gate, three sets of parts were run 
using the fan gate to ensure the preliminary observations were 
correct. The conditions for sets 11, 14, and 15 were thus 
repeated using a fan gate as shown in Table 4. 

Finally, the type of injection molding machine was con
sidered. 

The first 18 sets were molded on a reciprocating screw 
injection molding machine. The high shear action of the screw 
provides most of the heat required to melt the thermoplastic 
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Table 3 Process variations for sets 10-15 injection molded 
blades/bars 

Set: 
Temp, zone 3 
T e m p , zone 2 
Temp, zone 1 
Temp, nozzle 
Temp, mold 
Injection pressure 
Gate 
Machine 
Yielding of good blades 

after molding 
Yield of good bars 

10 
T , 
T 2 

T 3 

T 6 

T n 
P 2 

Gi 
NB 

7 

15 

11 
T , 
T 2 

T 3 

T 6 

T u 
Pi 
Gi 
NB 
15 

15 

12 
T , 
T 2 

T 3 

T 6 

T u 
P 3 
Gi 
NB 
15 

3 

13 
T 2 

T j 
T 4 

T 7 

T u 
P 3 
Gi 
NB 
11 

4 

14 
T 2 

T 3 

T 4 . 
T 7 

T u 
Pi 
Gi 
NB 
12 

13 

15 
T 2 

T 3 

T 4 

T 7 

T u 
P 2 
G, 
NB 
12 

14 

Table 4 Process variations for sets 16-18 of injection molded 
blades/bars 

SET: 

Temp, zone 3 
Temp, zone 2 
Temp, zone 1 
Temp, nozzle 
Temp, mold 
Injection pressure 
Gate 
Machine 
Yield of good blades 
after molding 
Yield of good bars 
after molding 

16 

T? 
T 2 

T 3 

T 6 

T u 
P i 
G 2 
NB 
14 

13 

17 

T7 
T 3 

T 4 

T 7 

T u 
P , 
G 2 

NB 
9 

13 

18 

T7 
T 3 

T 4 

T 7 

T u 
P i 
G 2 
NB 
13 

11 

binder. Another type of machine commonly used in ceramics 
processing is a plunger type machine. External heaters provide 
the energy to melt the thermoplastics which are forced out of 
the barrel by the forward travel of a plunger. 

For the balance of this study, parts were molded on a 
Tempcraft 160 ton plunger machine at Carborundum. Earlier 
development work on a variety of molded parts provided the 
baseline conditions for molding on this machine, which were 
slightly different than those established as the baseline on the 
reciprocating screw machine. A series of 8 sets was molded as 
shown in Table 5. The first two sets (19,20) were run with the 
same barrel and nozzle temperatures. However, based on the 
observations on the first 18 sets, the mold temperature was 
held constant, while the injection pressure was varied. The 
barrel and nozzle temperature were then varied for set 21. 
These three groups were all molded with the fan gate. The 
gate geometry was then switched back to the standard con
figuration for the last four sets for which a temperature-
pressure variation was carried out. 

Table 5 Process variations for sets 19-: 

SET: 

Temp, zone 3 
T e m p , zone 2 
Temp, zone 1 
Temp, nozzle 
Temp, mold 
Injection 
Pressure 
Gate 
Machine 
Yield of good blades 
after molding 
Yield of good bars 
after molding 

19 

TT 
T 2 

T 3 

T 3 

T,o 
P 4 

G 2 
T 

10 

4 

20 

T7 
T 2 

T 3 

T 3 

Tio 
P 5 

G 2 
T 

6 

11 

21 

T7 
T 3 

T 4 

T 4 

Tio 
P 5 

G 2 
T 

13 

12 
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The blades and bars that passed a visual examination were 
x-rayed after the molding study was completed. Parts that had 
no detectable defects were then baked and subjected to 
another visual examination (8-40X). The NDE yield summary 
on blades and bars is summarized in Table 6. 

Table 6 Yield of acceptable parts after molding and baking 

Set 

1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 

Molded 
visual 

13 
13 
13 
13 
10 
11 
15 
12 
11 
7 

15 
15 
11 
12 
12 
14 
9 

13 
10 

6 
13 
11 
12 
13 
12 
13 

Molded 
X-Ray 

13 
13 
12 
12 

8 
8 

10 
9 
8 
5 

15 
15 
11 
11 
7 

13 
5 
9 
2 
3 
7 
8 
9 

13 
11 
11 

Baked 
Visual 

4 
9 

11 
12 
8 
7 
5 
7 
8 
5 

15 
15 
11 
11 
6 

13 
4 
8 
1 
3 
6 
5 
1 
9 
9 
0 

Molded 
Visual 

14 
7 

15 
15 
0 
9 

13 
9 

15 
15 
15 
3 
4 

13 
14 
13 
13 
11 
4 

11 
12 
12 
14 
15 
13 
14 

Molded 
X-Ray 

14 
7 

15 
8 
0 
1 
4 
5 

10 
7 

12 
2 
4 
9 
9 

12 
9 
9 
2 
5 
6 

11 
10 
11 
10 
12 

Baked 
visual 

14 
7 

14 
6 
0 
1 
4 
5 

10 
7 

11 
2 
4 
8 
9 

12 
9. 
9 
2 
4 
5 

11 
10 
9 
8 
9 

In general the plunger machine results in lower yields of 
acceptable blades. Considering the first 18 sets (reciprocating 
screw machine) there is significant variability in part yield: 
acceptable blade yields ranged from 27 to 100 percent, and 
bars ranged from 0 to 93 percent. However, since the ob
jective of this program was to make good blades rather than 
test bars, subsequent evaluation of conditions was based 
exclusively on blade quality. 

Seven of these 18 sets had a reasonable yield of blades 
through the bake state: 

Acceptable number through 
Set# 

3 

4 

11 

12 

13 

14 

16 

b a k e 

11 

12 

15 

15 

11 

11 

13 

of injection molded blades/bars 

22 

T , 
T , 
T 4 

T 4 

' ' i n 
P 5 

G, 
T 

11 

12 

23 

T 2 

T , 
T 4 

T 4 

T,o 
P 4 

Gi 
T 

12 

14 

23 

T 2 

T 3 

T 4 

1 4 

T,n 
P 6 

G, 
T 

13 

15 

25 

T , 
T , 
T i 
T , 
l . o 
P 4 

Gi 
T 

12 

13 

26 

T, 
T , 
T , 
T 4 

Tin 
P 6 

G, 
T 

13 

14 
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Table 7 Yield after acceptable parts after NDE

Blades
Overall

Visual Visual Zygia X-Ray acceptable
Set baked sintered sintered sintered sintered

3 II 9 6 8 6
4 II 7 6 8 4
12 15 13 II 10 I
13 11 9 9 9 8
16 13 7 5 II 4

Table 8 Dimensional and overall process yield

Yield Overall
Yield Max. attack Max. acceptable

Group contour deviation angle deviation 'parts
3 8/10 + .035in SIlO 1.0' 3
4 8/9 + .004in 4/9 2.0' I
12 13/14 + .012in 3/14 2.0° I
13 II/II 9/11 1.30 8
16 12/13 + .008in 5/11 1.50 0

The first 6 were all molded with the standard circular gate
while set 16 had the fan gate. Of these 6, two, were a
duplication of conditions: Set II was a repeat of set 3, and 14
a repeat of 4. The molding conditions for groups 3, 4, 11, 17,
while not identical, were reasonably similar, providing an
apparent "window" for some variation in machine con
ditions.

All the blades that passed inspection after bake were sin
tered (a sintered blade is shown in Fig. 1). Since it was an
ticipated that additional blades would be rejected in the basis
of the stringent NDE and dimensional requirements, only
these seven sets with a reasonable yield were subjected to a
full NDE examination. The yields of acceptable parts passing
the NDE examination after sintering are shown in Table 7 for
five of the groups.

(Since sets II and 14 were a duplication of sets 3 and 4, it was
decided to try a variation in sintering conditions. However
these parts were all lost in furnacing). Of the remaining
groups, yields ranged from 27 to 60 percent. The blades that
were sintered without any gross defects were then sent to DDA
for dimensional analysis, the results of which are presented in
Table 8, along with an overall process yield.

Clearly, the blades molded with the fan gate were not
acceptable: overall yield of acceptable blades was zero. Set 13
on the other hand produced 8 out of 15 blades that passed all
NDE and dimensional requirements. This is a 53 percent yield
of good parts.

A large run of injection molded blades is anticipated using
the conditions defined for set 13,

and will be reported on at a later time. In addition,
development work has been carried out at Carborundum on
other components such as turbocharger rotors using a new
reciprocating screw injection molding machine which is
microprocessor controlled. This work has indicated that
significantly higher yields are obtained when the
microprocessor is used to control the reproducibility of
machine settings. A limited matrix of processing conditions
for the turbine blade using this machine is also planned for the
near future.

Other Turbine Components

The injection molding of turbine components at Car
borundum for Detroit Diesel Allison programs has progressed
beyond the relatively small, thin cross section components
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Fig. 1 Injection molded SASC turbine blade

Flg.2 Injection molded, slntered alpha SIC turbine rotor

such as the turbine blades. Recently the first crack free sin
tered alpha SiC turbine rotors for the DDA-AGT program
were fabricated by injection molding (Fig. 2). Processing was
very similar to that described for the blades. The part was a
one piece molding which was baked and sintered with minor
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Fig. 4 Slip cast SASC turbine scroll front and backplate

Fig. 3 Slip cast sintered alpha SiC turbine scroll backplate

Fig. 5 Injection molded wax replica, turbine shroud

deviations from those described earlier. The hub of this rotor
as molded has a maximum thickness of approximately 3 in.
with an outer diameter at the blade tips of 5.25 in. These
rotors will be spin tested within the coming months.

Injection molding is also being considered for larger
components which traditionally have been fabricated by slip
casting. An injection molding tool has been built for this
component which has a maximum diameter of 14 inches, and
initial molding trials will be started shortly. The entire scroll
assembly is shown in Fig. 4). While this component was also
slip cast, it is anticipated that this scroll will also be attempted
in the future by injection molding.

A large component from the Garrett Turbine Engine
Company program is also being attempted by injection
molding. Figure 5 shows a wax pattern for the turbine shroud
which was formed in the completed injection molding die.
Maximum wall thickness is 1.25 in and diameter is over 16

Journal ot Engineering tor Power

inches. The sintered part will be 13.6 in. in dia and will weigh
approximately 10 lb.

Conclusions

Using optimized molding conditions, turbine components
such as tur.bine blades can be fabricated in reasonable yields
to exacting specifications for net shape or near net shape
configurations. Molding and processing conditions must be
carefully controlled to obtain those yields. Technological
improvements such as the use of microprocessor controlled
injection molded equipment should facilitate the degree to
which those conditions can be duplicated and thus will have a
significant impact on improving the yields further. Injection
molding technology has progressed to the point where more
complex components such as turbine rotors with relatively
thick cross-sections appear feasible today, Furthermore, large
thin - wall static components which were previously fabricated
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only by slip casting are also being addressed by injection 
molding. This is of particular significance if these turbine 
components are to be of commercial utility. Slip casting 
appears too labor intensive to produce automotive production 
quantities of parts at reasonable costs. While the price of an 
injection molding die is relatively high, the tooling cost per 
part for high volume production is reasonable, especially 
when the labor savings for processing are considered. 
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Water-CooIed Gas Turbine 
Monometallic Nozzle Fabrication 
and Testing 
This paper describes the fabrication and testing of the second-stage monometallic 
water-cooled nozzles for the Department of Energy funded High-Temperature 
Turbine Technology (HTTT) program. The materials and processes development 
work required to fabricate these nozzles has been reported in an earlier paper. The 
fabrication of these nozzles—including investment casting, Shaped Tube Elec
trolytic Machining (STEM), Electrode discharge Machining (EDM), conventional' 
machining, and brazing—is described. The testing of these nozzles in a static hot-
gas path development test stand is also described, and the results of this testing are 
discussed in terms of the overall component design goals. 

Introduction 
The General Electric Company began working toward the 

design and construction of a water-cooled gas turbine in the 
early 1960's. In 1967 the first laboratory water-cooled turbine 
was tested successfully. Since 1974 the Electric Power 
Research Institute (EPRI) has funded preliminary design and 
development work necessary to define and resolve potential 
problems. In May 1976 the United States Energy Research 
and Development Administration (ERDA) awarded a High-
Temperature Turbine Technology (HTTT) Phase I contract to 
General Electric to conduct a preliminary design study aimed 
at utilizing a water-cooled turbine in a combined-cycle plant. 
The resultant design was based on a gas turbine firing tem
perature (gas temperature entering the first-stage buckets) of 
2600 °F (1427 °C), combusting a coal-derived low-Btu gas or 
coal-derived liquid fuel and had a growth capability to 3000 
°F (1694 °C) firing temperature. 

At the conclusion of the Phase I contract, the United States 
Department of Energy (DOE) awarded an HTTT Phase II 
contract to the General Electric Gas Turbine Division directed 
toward component design and technology testing in critical 
areas of water-cooled gas turbine technology. This effort was 
directed principally at the hot-gas path components and in
cluded the fabrication and testing of critical water-cooled 
components. 

This paper describes the fabrication and testing of one of 
these critical components, the second-stage water-cooled 
monometallic nozzle. An earlier paper [1] described the 
component design goals, materials selection, and the 
materials and processes development required to fabricate this 
component. Further information, regarding the combined-
cycle gas turbine design and the definition of the program, has 
also been previously reported [2-7]. 

Contributed by the Gas Turbine Division of THE AMERICAN SOCIETY OF 
MECHANICAL ENGINEERS and presented at the Gas Turbine Conference & 
Products Show, Houston, Texas, March 8-12, 1981. Manuscript received at 
ASME Headquarters, December, 18, 1980. Paper No. 81-GT-162. 

Second-Stage Nozzle Fabrication 
Fabrication Objectives. To maintain metal temperatures 

below 1000 °F (538 °C), a full-flow closed loop, pressurized 
water-cooling circuit has been designed for the second-stage 
nozzles. The water is pressurized to 1250 lb/in.2 (8.618 MPa) 
and flows through over 125 cooling holes drilled into the 
nozzles. These holes are arranged in a combination 
series/parallel circuit which causes water to flow through each 
endwall and through the airfoil in a double pass. Design 
analysis has determined that the wall thickness (distance 
between the cooling holes and the nozzles' gas path surface) 
must be closely controlled to minimize thermal strains in the 
nozzles. Therefore, primary fabrication objectives included 
the following: 

8 Achieving tight casting design tolerances 
9 Precision locating of cooling holes in the castings [1] 

Investment Casting and Hot Isostatic Pressing. Using the 
split mold investment casting process [1] two groups of eight 
castings each were cast by TRW, Inc. The castings were 
poured as single nozzles with the trailing edge in the up 
position. The gating used to feed the castings is shown in Fig. 
1. A short mold preheat time was found to eliminate casting 
hot spots (and hence eliminate shrinkage) which would 
normally occur around the core trailing edge. By using a short 
preheat time, the core preheat temperature is held below the 
mold temperature. Therefore, solidification proceeded away 
from the core and towards the mold. 

After the castings were poured and the gates rough cut-off, 
the core was removed by grit blasting. This blasting procedure 
prevented molten caustic, the normal core removal material, 
from entering and contaminating any surface-connected 
shrink cavities which were present in the casting, and thereby 
allowed closure of these cavities by welding and subsequent 
hot isostatic pressing (HIP). Each casting was then visually 
inspected for indications of surface shrinkage. Any in
dications found were marked and weld-repaired using 718 
filler alloy. 

Hot isostatic pressing (HIP) of the castings was conducted 
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Fig. 1 Gating arrangement used by TRW, Inc. for the second·stage
nozzle castings

Fig. 2 Second·stage nozzle being measued by a three·axis coordinate
measuring device .

by Industrial Materials Technology, Inc, at 2175 of ± 20 of
(1191 °C ± 11°C), 15 ksi (103 MPa), for 4 hours. This cycle
was used because it had demonstrated the capability to
completely eliminate Laves phase present in large cast alloy
718 section sizes, and thereby increase strength [8]. After
HIP, the casting gate stubs were removed by Electrode
Discharge Machining (EDM), and a six-point nest (a series of
points which define the coordinate axes locations) was
machined into each casting using a fixture which balanced the
airfoil for best fit.

X-ray inspection of the castings was conducted using
conventional and single-wall airfoil exposures to enhance
sensitivity and pinpoint defects. These X-rays revealed a few
internal inclusions in some castings. All inclusions greater
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Fig. 3 Second·stage nozzle dimensional measurements

than 0.030 in. (0.76 mm) in diameter were ground out and
weld-repaired using 718 filler alloy. It was necessary to
remove these inclusions to prevent dwells from occurring
during the Shaped Tube Eelectrolytic Machining (STEM)
process used for creating the cooling passages. The source of
these inclusions was determined to be pieces of mold material
from the gating and risers which fed metal into the split nozzle
molds. Subsequent fluorescent penetrant inspection revealed a
number of small ceramic inclusions and gas holes on the
casting surfaces. These were also repaired.

Dimensional and Tensile Test Results. Examination of the
trailing edges of these castings revealed a bow of ap
proximately 0.015-0.020 in. (0.38-0.51 mm). This slight bow
was removed by straightening in a hydraulic press. The
castings were then placed in a fixture and examined for
dimensional variances using a three-axis coordinate
measuring device (Fig. 2). The locations of the dimensional
measurements that were taken on the airfoil and endwall gas
path surfaces are shown in Fig. 3.

The results of these measurements showed good airfoil
contours, generally within the ± 0.006 in. (± 0.152 mm)
contour tolerance. The endwall dimensional data showed a
variance up to 0.010 in. (0.254 mm) out of the design
tolerance band of ± 0.005 in. (± 0.127 mm). These results
were considered excellent in view of the newness of the casting
process and tooling.

After casting, HIP, and dimensional check of the second
stage nozzles, one was selected for destructive evaluation.
This nozzle was aged at 1325 OF (718°C) for eight hours,
furnace cooled to 1150 OF (621 0c) and held at 1150 OF (621
0c) for eight hours. Twelve tensile specimens were then
machined from this nozzle: half from the endwalls and half
from the airfoil. Equal numbers of each were then tensile
tested at ambient and 1000 OF (538°C). The results, shown in
Table 1, fully meet the part design goals. The chemical
composition of the second-stage nozzle master heat is
presented in Table 2.

Machining. The machining of these castings can be divided
into four major elements:

.. Machining of the nozzle manifold covers and plugs

.. Conventional machining of nozzle endwalls and hooks

.. Electrode Discharge Machining (EDM) of nozzle
manifold pockets and seal slots

.. Shaped Tube Electrolytic Machining (STEM) of nozzle
water-cooling passages

The manifold covers and plugs were machined by the Corry
Manufacturing Company, and all the machining performed
on the nozzles was conducted by Johnson Mold and
Manufacturing. Each of these major machining elements is
discussed below.

Manifold Covers and Plugs. The closed-loop water-cooling
circuit to cool the second-stage nozzle was installed by drilling
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Table 1 Tensile test results of specimens machined from a second-stage
nozzle

0.2070
Test Temp". Ultimate Yield Elon. R.A.

Specimen [OF (0C») (ksi) (ksi) (070) (070)

I- 70 (22) 157 131 27 35
3- 70 (22) 156 133 20 29
5- 70 (22) 160 140 17 29
7 70 (22) 155 140 13 26
9 70 (22) 166 141 24 20

11 70 (22) 160 141 23 23

Average 70 (22) 159 141 20 27

2- 1000 (538) 126 115 18 37
4- 1000 (538) 126 124 10 33
6- 1000 (538) 126 110 18 32
8 1000 (538) 131 123 15 29

10 1000 (538) 129 118 19 29
12 1000 (538) 132 118 13 25

Average 1000 (538) 128 119 16 31

-Removed from endwalliocation, all others removed from airfoil location.
Conversion factor: ksi = 1.45 x 10-\ MPa

Table 2 Chemical Composition of the second-stage nozzle
master heat

Weight Weight
Element (0J0) Element (070)

C 0.056 Ti 1.07
S 0.0038 Al 0.66
Si 0.10 Co 0.52
Mn 0.05 Cu 0.06
Cr 18.48 Cb 4.82
Mo 2.89 Ta 0.07
Fe 17.69 Ni Balance

the required holes and manifold pockets in the nozzle.
Therefore, each hole's entrance and/or exit and manifold
pocket had to be plugged to form the closed-loop circuit. The
plugs and manifold covers were machined from alloy 718
wrought and bar stock. The plugs and manifold" covers
required for a single nozzle are shown in Fig. 4.

The airfoil-shaped covers were cold formed on hard dies to
achieve the cylindrical and conical shapes required to fit the
nozzle. After forming, the final contours were cut on a wire
EDM machine programmed with the data coordinate points
which defined the final part contours. Multiple blanks (up to
six at once) were cut in a single wire EDM run. The other flat
covers were also cut using wire EDM, and the cylindrical
plugs were centerless ground.

Conventional Machining. The final group of eight nozzles
was conventionally machined (predominantly by end milling)
on the endwall edges and on the nozzle hooks or lugs. This
machining was very similar to that required for standard gas
turbine nozzles. The conventional machining established most
of the starting surfaces for the subsequent manifold pocket
and hole drilling operations. Correct alignment with respect
to the airfoil was obtained by use of holding fixtures which
picked up on the original six-point nest machined into the
casting.

EDM Manifold Pockets and Slots. Machining of the water
collection manifold pockets and the seal slots was performed
on the first group of eight castings by EDM using a series of
graphite electrodes for each shape machined. There are three
linear endwall manifold pockets in each nozzle, two on the
leading edge face and one on the trailing edge face. There are
four airfoil-shaped manifold pockets per nozzle, a leading
edge and trailing edge pocket on both inner and outer end
walls. The leading edge face pockets can be seen in Fig. 5, and
the airfoil-shaped pockets in the outer endwall can be seen in
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Fig. 4 Second-stage nozzle manifold covers and plugs required for a
single nozzle

Fig. 6. After these pockets were EDM'ed recesses around each
pocket were also machined such that the covers would fit
flush with the surrounding surfaces.

The seal slots, which contain seals to prevent air leakage
between the nozzles' adjacent endwalls, were also EDM'ed
into the nozzles. Both inner and outer endwall seal slots were
installed with one electrode to maintain proper seal slot
orientation and spacing on the nozzles.

STEM Drilling of Cooling Passages. The majority of the
cooling passages in the second-stage nozzle [as described
previously [I]] were installed by STEM drilling. Specialized
tooling for this part was developed by Johnson Mold and
Manufacturing and GE to maintain close control over wall
thicknesses. This tooling located the part in critical areas to
ensure maximum control of wall thicknesses. The selection of
these critical areas was based on the nozzle's geometry and the
planned cooling hole locations. Multiple holes were drilled in
a single setup where possible, as can be seen in Fig. 7.

At the completion of the hole-drilling operations, the
nozzles were both visually examined and X-rayed to ensure
proper hole intersections and placements. Figure 8 is an X-ray
exposure of one of the nozzles. In this exposure most of the
airfoil and endwall cooling holes can be observed. All holes
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Fig. 5 Second-stage nozzle leading edge face pockets

Fig. 6 Second-stage nozzle airfoil-shaped pockets in the outer end
wall

were verified and all intersections were determined to be
within the acceptable design ranges, by airflow checking.

Brazing. Two manifold cover test specimens were vacuum
brazed by Aerobraze Corp. with AMS-4786 (Palniro 7) Au,
Ni, Pd alloy to verify the selected braze material and joint
configurations, prior to brazing the nozzles. After brazing,
these specimens were tested for 6000 cycles from 0 to 1500
Ib/in. 2 (10.3 MPa) at 500 of (260°C). No leakage or plastic
deformation of the samples was observed, and subsequent
metallographic examination showed good braze joints.

The same brazing procedure and techniques were then
applied by Aerobraze to a partially machined nozzle to verify
the brazing procedure on the actual nozzle geometry and to
enable a hydrostatic leak check to be conducted. Visual
examination of this nozzle after brazing revealed a lack of
braze fillet and leakage where large gaps were present between
the airfoil contoured manifold covers and manifold pocket
recesses (Fig. 9). Additional brazing development work was
then performed to define a method for brazing the wide gaps
present in the nozzle assemblies.

This work resulted in the application of a multistep
progressively lower temperature vacuum brazing procedure to
the nozzles. The first step utilized AMS-4786 (Palniro 4) Au,
Ni, Pd to braze the instrumentation quills together at 2175 OF

610/Vo1.104,JULY1982

Fig. 7 Second-stage nozzle STEM drilling setup for drilling live holes
simultaneously

Fig.8 X·ray exposure of STEM·drllled second·stage nozzle
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, .

Fig. 9 Second·stage nozzle inner endwall airfoil·contoured manifold
pocket and recess

Fig. 10 Second·stage nozzle braze assembly as viewed from the
leading edge

(1191 0c). The second step utilized AMS-4784 (Palniro 1) Au,
Ni, Pd to braze all the manifold covers and plugs except those
on the inner endwall at 2065 of (1129 0c). The third step
utilized AMS-4786 (Palniro 7) to braze the remaining covers
and plugs on the inner endwall at 1950 of (1066 °C).

During prebraze assembly, any gaps found to be excessive
were filled with a NiCr powder prior to the application of the
braze alloy. Also, during each brazing step the nozzles' airfoil
contoured manifold covers were placed in an "up" position to
be brazed. The use of these techniques resulted in high-quality
vacuum braze joints on the nozzles (Fig. 10 and Fig. II).

Hydrostatic leak checks were performed on all the nozzles
after brazing at 1500 lb/in. 2 (10.3 MPa). All braze joints were
found to be leak-tight.

Journal of Engineering for Power

Fig. 11 Second·stage nozzle braze assembly as viewed from the inner
endwall side

Table 3 Summary of airfoil ultrasonic wall thickness resujts
(percentage of airfoil readings falling within design goals and
within two broader wall thickness ranges)

Wall thickness range [mils(mm)]

Casting 40(l.0)min 30(0.76)min 20(0.5I)min
Number 86(2.2)max* 96(2.4)max 106(2.7)max

23 (Backup) 900/0 95% 98%
22 Prime 83 95 100

Suet. Slave
21 (Backup 68 89 98t

Suet. Slave)
18 Prime 67 93 100

Press. Slave
17 Prime 91 99 99t
16 Prime 87 97 99t

*Design tolerances
tNo holes less than 20 mils (0.51 mm)
min. wall thickness

Ultrasonic Wall Thickness Measurements. Ten predeter
mined section lines were laid out on each of the nozzles to
check the cooling holes' wall thicknesses. Using a 20 MHz,
0.125 in. (3.2 mm) diameter buffer rod transducer and
Tektronix model 7603 oscilloscope, time measurements were
made on each hole along the section lines.

The signal transit time between the gas path surface and the
cooling passage was minimized by peaking out the amplitude
of the reflected signal and recording the indicated time in
microseconds for each hole. Holes which were either difficult
to read or were outside design goals were measured twice. The
signal transit times were multiplied by the average velocity
(determined on a calibration piece of cast alloy 718 of known
thickness) and the resulting wall thickness readings were
tabulated in mils.

The results generally show good conformance to the wall
thickness design goals. These results are very encouraging
since these parts were the first parts of this type ever made
using completely new tooling.

An overall summary of the airfoil wall thickness results is
presented in Table 3. This table shows (as a percent of total
airfoil measurements taken on each casting) the number of
airfoil readings which fell within the design goals and two
broader wall thickness ranges. The two castings with the best
airfoil wall thickness readings were selected as prime test
nozzles, with the remaining nozzles to be used as spares.
These prime nozzles were judged to be fully acceptable for
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Fig. 12 Test stand lor HTTT component

testing in the Hot-Gas Path Development Test Stand
(HGPDTS).

Second-Stage Nozzle Testing
Test Objectives and Plan. The primary purpose of the

second-stage nozzle test program was to verify the nozzles'
design in a simulated gas turbine environment (hot-gas path
cascade test apparatus) and to compare the nozzles' per
formance with the design predictions. To accomplish this a
test plan was formulated which subjected the nozzles to the
design point operating conditions and to variations in the hot
gas stream and nozzles' cooling water flow rates and tem
peratures. The nozzles' cooling water and metal temperatures
were monitored and compared with design predictions for
each of these test points.

Design analysis has indicated that the life-limiting factor
for a water-cooled monometallic nozzle is low-cycle fatigue
(LCF) due to machine startup and shutdown thermal cycles.
Therefore, the test plan also included enough cyclic nozzle
testing to demonstrate that sufficient LCF life was present in
the nozzles for successful testing in a protoytpe water-cooled
gas turbine. A summary of the test plan which was used for
this second-stage nozzle testing is given below.

Part 1. An unfired hot-air nozzle and test facility checkout
was made to ensure that all nozzle and test stand systems and
instrumentation were functioning properly.

Part 2. A fired nozzle and test facility checkout was made,
during which the design operating points were approached by
gradually increasing heat flux and decreasing nozzle cooling
water temperature. During this phase of testing, the nozzles'
cooling water and hot-gas stream temperatures and flows
were also varied individually.

Part 3. Cyclic testing of the nozzles followed a cycle which
simulated a startup, maximum power, and shutdown
sequence.

Test Facility. Testing of the HTTT second-stage nozzle was
conducted in the General Electric Gas Turbine Development
Laboratory in Schenectady, NY. As part of General Electric's
HTTT effort, a new test stand was designed and built for
testing water-cooled turbine hot-gas path hardware. The test
stand is shown in Fig. 12.

The nozzle was tested as a four-vane, three-throat assembly
(Fig. 13). The nozzle assembly was mounted on a water
cooled heat shield. Hot gases, exiting the nozzle, passed
through an opening in the heat shield into the water-quench
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chamber of the test stand. Water-cooled baffles were attached
to the first and fourth segments at the leading and trailing
edges of the nozzle airfoil. These contained the flow of hot
gases within the four-vane assembly. The four nozzles were
clamped together with a spring-loaded yoke. This type of
compliant connection between single-vane nozzle segments
prevents thermal stresses caused by rigid-frame effects present
in multivane segments. A similar compliant approach will be
used for connecting the nozzle segments in the water-cooled
turbine.

The combustion gas generator used for the test was a
standard General Electric MS7000E industrial turbine
combustor. The combustor was coupled to an MS7000E
transition piece. The transition piece was cooled by com
pressor discharge air flowing over its outer surface. A plenum
chamber surrounded the transition piece to provide the same
cooling airflow conditions as would be seen in an MS7000E
turbine.

An adapter, bolted to the downstream end of the transition
piece, was used to narrow the flow path to the entrance of the
second-stage nozzle assembly. The majority of the adapter
was impingement cooled, except for its downstream flange
which had film cooling holes.

The air mass flow supplied to the combustor was provided
by two large electric-driven centrifugal compressors:
Preheaters allowed the compressor discharge air to be sup
plied to the combustor at temperatures of up to 600 of (316
0c).

The nozzle instrumentation consisted of thermocouples and
pressure taps inserted into the water passages and manifolds.
Thermocouples were also attached to the metal surface of the
nozzles away from the gas path. Gas path surface tem
peratures on the suction side of the airfoils were measured by
scanning these surfaces with an infrared pyrometer.

A five-by-five matrix of rake thermocouples located in the
adapter, just upstream of the nozzle, was used to determine
the average gas temperature and temperature profile entering
the nozzle. Five control thermocouples in the transition piece
were also used to measure hot-gas temperatures. Radiation
corrections were applied to both the rake and control ther
mocouples to obtain actual gas temperatures. The control
thermocouples were then calibrated against the average
temperature determined by the rake thermocouples. Gas
temperature during fired testing was established by reference
to the control thermocouples.

Total and static pressure probes were present in the hot-gas
stream ahead of the nozzle. A static pressure probe was also
placed downstream of the nozzles. Cooling water flow en
tering each nozzle segment was measured with a turbine flow
meter. Water exiting the segments was measured with an
orifice and <iP transducer calibrated against its corresponding
turbine flow meter. Loss of coolant flow from any of the
nozzle segments could be determined by comparing inlet and
outlet flows. The difference in flow between the nozzle inlet
and outlet was continuously monitored throughout the test as
an indicator of nozzle cracking or other damage.

Instrumentation output from the nozzle and support
hardware was recorded by a computer which organized the
data into displays and calculated nozzle performance as the
test proceeded. The computer was also capable of tripping the
test system by an instantaneous shutoff of the fuel supply to
the combustor if it detected an unsafe condition. Trips were
set for low coolant flow and pressure, high coolant tem
perature, excessive loss of coolant, and excessive combustion
gas temperatures.

Test Program. Flow testing of the nozzle high-pressure
cooling water system, gas path air leakage testing, and hot-air
flow testing were accomplished during Part I of the test
program.
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Table 4 Test combinations of inlet temperatures, flow rates, and pressures 

Temp 
[°F(°C)] 
99 (37) 

202 (94) 
305 (152) 
93 (34) 

205 (96) 
321 (161) 
299 (148) 
301 (149) 
298 (148) 

Inlet 

pressure 
(lb/in.2) 

454 
459 
462 
456 
461 
458 
458 
461 

1263 

Vane 1 
0.31 
0.33 
0.34 
0.44 
0.46 
0.49 
0.48 
0.62 
0.49 

Flow (lb/s) 

Vane 2 
0.44 
0.47 
0.48 
0.62 
0.64 
0.66 
0.66 
0.77 
0.65 

Vane 3 
0.44 
0.46 
0.48 
0.62 
0.64 
0.67 
0.66 
0.78 
0.65 

Vane 4 
0.32 
0.33 
0.35 
0.45 
0.46 
0.49 
0.47 
0.63 
0.48 

Conversion factors: lb/in.2 

lb/s 
= 1.45 x 10"4Pa 
= 2.20 kg/s 

Table 5 Test point parameters for steady-state testing 

Gas 
Temperature 

[°F(°C)] 

1200 (649) 
1500 (816) 
1800 (982) 
2082 (1139) 
2082 (1139)* 

'Design point 
Conversion factors: 

Gas Mass 
Flow Inlet Water 
Rate Temperature 
(lb/s) [°F ( T ) ] 

8.5 290 (143) 
15.0 242 (117) 
20.0 172 (78) 
23.8 152 (67) 
24.0 223 (106) 

lb/s = 2.20 kg/s 
Btu/s = 9.48 x 10-4 J/s 

Heat Input 
Per 

Segment 
(Btu/s) 

21 
47 
77 

102 
100 

Time 
Point 

(hours) 

0.5 
1.5 
2.0 
1.0 
4.0 

The cooling water flow test was conducted to establish the 
following: 

9 Determine if the flow distribution to the nozzles and 
water-cooled baffles was satisfactory 

9 Investigate the pressure distribution within the nozzle 
cooling circuit 

9 Establish the effect of water flow rate and water tem
perature on the total pressure drop across the nozzle 
cooling circuit 

• Ensure that the water temperature thermocouples were 
functional 

9 Calibrate the orifices and AP transducers measuring the 
flow exiting the nozzles 

9 Make a final inspection for leaks in the nozzles' high-
pressure water circuits. 

The combinations of inlet temperatures, flow rates, and 
pressures that were run during that testing are shown in Table 
4. 

All of the water temperature thermocouples were scanned 
at each of the inlet water temperatures to verify their ac
curacy. The rate of cooling water loss due to leaks in the high-
pressure water system was measured at the 1250 lb/in.2 (8.618 
MPa) design pressure. 

The use of film cooling holes on the downstream end of the 
adapter and the nature of the seal between adapter and the 
nozzle entrance caused the leakage of a certain amount of 
compressor discharge air into the gas path, downstream of the 
thermocouple rakes. In order to obtain an accurate 
measurement of the gas temperature entering the nozzle, the 
amount of this leakage had to be determined for each test 
point. This was accomplished by devising a test to find the 
effective flow area of the leaks. The test was conducted by 
sealing off the entrance to the transition piece and leaving the 
nozzle exit open to atmospheric pressure. The pressure in the 
combustion chamber was set at several different values, and 
the air mass flow rate out of the stand was measured for each 
pressure ratio. The rake temperatures could then be corrected 

based on the percentage leakage of compressor discharge air. 
This was done by a simple mixture calculation of combustor 
exit air and compressor discharge air. 

The heat flux experienced bv the nozzles during fired testing 
is dependent upon the aerodynamic conditions in the nozzle 
gas path. A hot-air flow test was run to ensure that the 
aerodynamic design of the nozzle was correct. Several 
pressure ratios were set across the nozzle with a constant 
upstream total pressure. The air mass flow was measured for 
each pressure ratio. The flow function was plotted versus 
pressure ratio and compared to the predicted curve. The 
effective area of the nozzle throat was also determined. 

Steady-state testing at both design and off-design fired 
operating points was conducted during Part 2 of the nozzle 
test program. A series of test points, that increased heat flux 
in relatively equal steps, were set by simultaneously increasing 
firing temperature and air mass flow rate while decreasing 
cooling water temperature. Instrumentation data scans were 
taken and evaluated at each point before moving on to the 
next point. Steady-state operation at the conditions 
corresponding to a 2600 °F (1427 °C) firing temperature 
[average gas temperature = 2082 °F (1139 °C)] was main
tained for four hours to ensure that no thermal instabilities 
were developing. The test point parameter used in this portion 
of the test are shown in Table 5. 

After accumulating four hours at the 2082 °F (1139 °C) 
design point, parameter variation testing was conducted. This 
portion of the test was designed to evaluate the nozzles' 
sensitivity to individual changes in the test parameters. The 
parameters that were varied were cooling water temperature 
and flow rate, hot-gas temperature, and hot-gas flow rate. 
The test points that were run during parameter variation 
testing are given in Table 6. Complete data scans of the in
strumentation were taken at each steady-state test point. 

Infrared pyrometer scans of the airfoil suction surface were 
made for each point during Part 2 of the test. The scans were 
circumferential traverses of nozzles 1, 2, and 3 looking up
stream. A scan was made at the pitch radius of the nozzles for 
all of the off-design points. At the 2082 °F (1139 °C) design 
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Fig. 13 HnT second·stage nozzle test assembly mounted in test
stand

Table 6 Test points for parameter variation testing

100 500 1000 1500

TIME (SECONDS)

Fig. 14 Simulated turbine startup·shutdown cycle for HTTT second·
stage nozzle testing

Conversion factor: Ibis = 2.20 kg/s

point, six scans were made covering the entire gas path height.
This allowed the determination of the radial height. This
This allowed the determination of the radial surface tem
perature gradient on the airfoil surface.

The simulated turbine startup-shutdown cycle used in Part
3 of the test program is shown in Fig. 14. All the major events
in the actual startup-shutdown sequence are represented in
this cycle. Each cycle included three minutes steady state at
the 2082 °C (1139 0c) design point conditions. Forty-seven
repetitions of this cycle were accumulated. This brought the
total time at this design point to over eight hours. Excursions
from startup to design point to shutdown in Part 2 of the test
and inadvertent trips from design point brought the total
number of cycles to 52.

During the cyclic portion of the test, all instrumentation
readings were recorded on magnetic tape at 35 second in
tervals. The infrared pyrometer was also used to measure the
nozzles' response to the transient. This was achieved by
focusing the pyrometer on a single point on the suction side of
the airfoil during the entire cycle. This allowed surface
temperature to be plotted as a function of time. Different
points on the nozzle were chosen for each cycle. In order to
determine the temperature gradient in the nozzle during the
transient, readings from metal temperature thermocouples in
the core were recorded on a strip chart recorder. The rate of
change of the core metal temperatures was compared to the
rate of change of the gas path surface temperature as
measured by the pyrometer.

Test Results
Part I-Unfired Testing. The results of the cooling water

Gas
Temp

[OF("C)\

2082 {I 139)
2082 {I 139)
2082 (1139)
2082 (1139)
2082 (I139)
2082 {I 139)
1701 (927)
1904 (1040)
2082 (1139)
2082 {I 139)
2082 (1139)

Gas Mass Water Water Flow
Flow Rate Temperature Rate

(Ibis) [OF ("C)\ (Ibis)

24.2 153 (67) 0.63
24.2 173 (78) 0.63
24.2 199 (93) 0.63
24.2 223 (106) 0.63
24.2 223 (I06) 0.55
24.2 223 (I06) 0.48
24.3 223 (106) 0.63
24.3 223 (106) 0.63
21.2 223 (I06) 0.63
18.2 223 (106) 0.63
15.0 223 (106) 0.63

flow test indicated that sufficient flow was being supplied to
all passages in the nozzle cooling circuit. The total measured
pressure drop across the nozzle cooling circuit was 123 lb/in. 2

(0.848 MPa) at the design flow f.ate of 0.625 Ibis (0.283 kg/s)
and average cooling water temperature of 300 OF (149 0c).
This compared to a calculated pressure drop of 117 Ib/in. 2

(0.807 MPa). The measured system leakage rate was 1.2
liters/hr, primarily due to fitting leakage.

The total effective flow area of air leaks downstream of the
thermocouple rakes was demonstrated to be approximately 2
in. 2 (1.29 x 1O-3 m2) by the seal leakage test. At the 2082 OF
(1139 DC) design point, compressor discharge air was supplied
at 600 OF (316 0c) and 67lb/in. 2 (0.462 MPa). The gas path
static pressure was 60 Ib/in. 2 (0.414 MPa). This resulted in a
1.6 Ibis (0.726 kg/s) leakage rate and a 110 OF (43°C)
downward correction being applied to the average gas tem
perature entering the nozzle.

The effective throat area of the nozzle test assembly
determined by the hot-air flow test was 29.36 in. 2 (0.0189
m2 ). The geometric throat area had previously been measured
to be 31.98 in. 2 (0.0206 m2). This resulted in a flow coef
ficient of 0.92 for this test assembly. The experimental plot of
flow function versus pressure ratio closely followed the
predicted curve.

Part 2-Steady-State Fired Testing. Data for the 2082 OF
(1139 0c) design point are presented below and compared to
predicted values. The data presented include cooling water
temperature rise across the entire nozzle and individual
portions of the circuit, pyrometer measurements of metal
temperatures on the suction surface of the pitch airfoil sec
tion, and metal temperatures in the nozzle core and on the
nongas-path surface of the outer endwall. The measured
metal temperatures, changes in water temperature, and the
corresponding predicted values are presented in Table 7. The
locations of the thermocouples and the infrared pyrometer
measurement locations are shown in Fig. 15 and Fig. 16.

The measured temperatures correlate well with the tem
peratures predicted by analysis. The largest discrepancy
occurs with the infrared pyrometer measurements of airfoil
suction surface temperatures forward of the trailing edge.
This test was the first utilization of this infrared pyrometer to
measure gas path surface temperatures through a hot-gas
stream, and several sources of instrument error were possible
and are being investigated.
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Table 7 Measured metal temperatures, water temperatures, 
and predicted values 

Location 
Airfoil suction surface 
—pyrometer measurement 

Measured 
temperature 

[°F('C)1 

Calculated 
temperature 

[°FCC)] 

Trailing edge (TE) 
2 in. fwd of TE 

Core 

TC37 
TC38 
TC39 
TC40 
TC41 

Outer endwall 

TC32 
TC34 
TC35 
TC36 

Cooling water AT 

Outer endwall—aft 
Vane TE 
Inner endwall 
Vane leading edge 
Outer endwall—fwd 

Entire nozzle 

700 (371) 
690 (366) 

462 (239) 
444 (229) 
477 (247) 
585 (307) 
555 (291) 

586 (308) 
537 (281) 
405 (207) 
407 (208) 

19 (11) 
51 (28) 
15 (8) 
42 (23) 
2£ (11) 

147 (82) 

680 (360) 
815 (435) 

507 (264) 
455 (235) 
469 (243) 
524 (273) 
567 (297) 

602 (317) 
459 (237) 
376 (191) 
376 (191) 

11 (6) 
66 (37) 
18 (10) 
34 (19) 
15 (8) 

144 (80) 

TC35 

TC 34 

TC 33 
Fig. 15 Outerendwall thermocouple locations 

Part 3—Cyclic Testing. The cyclic portion of the test was of 
particular interest since in current production, air-cooled 
nozzle fatigue life is a function of how the part responds to a 
transient. Figure 17 shows the temperature response of the 
pitchline airfoil trailing edge to the simulated startup-
shutdown sequence of Fig. 14. This response was typical for 
the other points on the airfoil surface that were observed 
during the cyclic portion of the test program. Portions of the 
response profile showed no change in temperature because the 
airfoil surface temperature was below the measurable 
threshold of the pyrometer. 

The important feature of the nozzle response was that 
neither the gas path surface temperature nor the core surface 
temperature lagged the gas temperature during the cycle. This 
implies that the temperature gradient and resulting thermal 
stress reach a maximum at steady state rather than during the 
transient. Therefore a water-cooled turbine may be able to 
tolerate a more rapid startup sequence than an air-cooled 
turbine and might also be far less affected by trips. 

Post Test Inspection. After each part of the testing 
program, a close visual examination of the second-stage 
nozzles was made. The inspection after the hot-air testing, 
Part 1, showed no discernable change in the appearance of the 
nozzles. Obvious visual changes did occur after the Part 2 and 
Part 3 portions of the testing. 

Examination after the Part 2 (steady-state) and Part 3 
(cyclic) testing of the nozzles showed surface areas which were 
discolored in between the cooling passages of the nozzles. 
These markings clearly showed the pattern of cooling 
passages inside the nozzles (Fig. 18). It is believed these areas 
were discolored as a result of a very slight oxidation of the hot 
surfaces in between the water cooling passages. Since the fuel 
used in this testing was propane, no deposits would be ex
pected. No indications of cracking, overheating, or other 
distress were observed during these inspections. In addition, a 
total water system leakage test at 1250 lb/in.2 (8.618 MPa) 
showed no change compared to the measurement taken at the 
start of the testing. The nozzles appeared to be in excellent 
condition after the testing with no discernable indications of 
distress. 

Fig. 16 Airfoil and core temperature measurement locations 

Summary 
The HTTT water-cooled second-stage nozzle fabrication 

and testing were successfully conducted, and these results 
have demonstrated that the technology is ready for additional 
testing and incorporation into a prototype water-cooled 
turbine. The materials fabrication techniques and the design 
predictions were verified by this testing and will form the 

Journal of Engineering for Power JULY 1982, Vol. 104/615 

Downloaded 01 Jun 2010 to 171.66.16.62. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



800
(427)

6'
'-'
"- 600'-'
UJ

(316)

.=-
400

(204)

TIME (SECONDS)

Fig. 17 Trailing edge temperature response to simulated startup·
shutdown cycle

Fig.18 Second·stage nozzles after completion of testing

basis for continued design of water-cooled monometallic gas
turbine components for a prototype turbine.
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The Effect of Bending-Iorsion 
Coupling on Fan and Compressor 
Blade Flutter 
A study of the effects of bending-torsion interaction of the flutter boundaries of 
turbomachinery blading is presented. The blades are modeled as equivalent sec
tions, and the equations of motion allow for the general case of structural, inertial 
and aerodynamic coupling, in the presence of structural damping. Two different 
speed regimes are investigated: incompressible flow, and supersonic flow with a 
subsonic leading edge locus. Flutter boundaries are presented for cascade design 
parameters representative of current technology fan rotors. These results illustrate 
that bending-torsion interaction has a pronounced effect on the flutter boundaries 
for both speed regimes, although the mode frequencies show no appreciable ten
dency to coalesce as flutter is approached. Several cases of bending branch in
stability were observed, without incorporating the effects of finite mean lift or 
strong shocks in the analysis. 

Introduction 

It has been recognized for some time that turbomachinery 
and isolated wing flutter differ in several ways. Some of the 
differences are obvious: the interference from adjacent blades 
in a stage, plus rotational effects, introduce complications 
into the aerodynamic analysis not found in the fixed wing 
case. The dynamic mode shapes of shrouded fan rotors tend 
to be more complicated than those of an isolated wing. As a 
result, most of the results from fixed-wing aeroelasticity are 
not directly applicable to the turbomachinery field. A more 
subtle difference is introduced through fabrication dif
ferences; the solid titanium or steel construction typical of fan 
and compressor blades results in mass ratios (/x) much higher 
than those of representative fixed-wing constructions. It was 
recognized by early researchers such as Pearson [1], 
Schnittger [2] and Whitehead [3] that this higher mass ratio 
would make the flutter frequency virtually independent of the 
relative air velocity. This prediction is in good agreement with 
experimental data. It might appear plausible to expect that the 
vibratory mode shapes shold also remain relatively unaffected 
by the aerodynamic loads, an assumption which is in wide use 
among turbomachinery aeroelasticians [4-6]. Unfortunately, 
experimental data on flutter mode shapes are scarce and not 
quantitative enough to be conclusive on this point, although 
progress is being made in this direction [7]. 

If both the frequency and the mode shape assumptions are 
correct, the aeroelastic analysis simplifies considerably. 
Instead of solving a complex eigenvalue problem to obtain the 
flutter boundaries, they can be obtained through a single-

Contributed by the Gas Turbine Division of THE AMERICAN SOCIETY OF 
MECHANICAL ENGINEERS and presented at the International Gas Turbine 
Conference and Products Show, Houston, Texas, March 9-12, 1981. 
Manuscript received at ASME Headquarters, December 18, 1980. Paper No. 
81-GT-163. 

degree-of-freedom (SDOF) energy analysis based on the 
natural mode shapes and frequencies of the rotor. This is 
essentially the approach proposed by Carta [4] and developed 
further at Pratt & Whitney Aircraft [5,6]. Recent research, 
however, indicates that the problem is very sensitive to the 
flutter mode shape, and ignoring the effects of the unsteady 
aerodynamic loads on the mode shape can lead to errors in the 
predicted flutter boundary [8,9]. 

The purpose of this paper is to examine the effects of 
bending-torsion interaction on the flutter boundaries of fan 
and compressor blades. It will be shown that this interaction 
affects the flutter boundaries significantly, but results in little 
or no tendency for the bending- and torsion-branch 
frequencies to coalesce as flutter is approached. Although 
some data from earlier work by the authors is used [8,9], the 
emphasis in this paper is on illustrating the practical con
sequences of the results in the design and flutter prediction of 
fan and compressor rotors. 

Structural Model 

The rotor is modeled as an infinite two-dimensional cascade 
of identical airfoils in a uniform upstream flow, as shown in 
Fig. 1. The blades are modeled as equivalent sections, Fig. 2, 
where the bending stiffness and torsional rigidity are modeled 
by springs of stiffnesses Kh and Ka, respectively. Geometric 
and inertial properties of the blades are represented by their 
respective values at the three-quarters station of blade span. 
The blades are considered to have two degrees of freedom: 
bending displacement h normal to the chord, and torsional 
displacement a about the elastic axis (EA). It will be assumed 
that all airfoils execute identical simple harmonic motion with 
a constant phase angle a between adjacent blades. The phase 
angle a is restricted to the Nb discrete values a = 2im/Nb\ 

Journal of Engineering for Power JULY 1982, Vol. 104/617 
Copyright © 1982 by ASME

  Downloaded 01 Jun 2010 to 171.66.16.62. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



1 8s. 

u ^ 

y 

y 
i 

X 

. ' H * - c 

/ 

b h«7-

/ / 

' Z 
" 'T 

Fig. 1 Cascade geometry 

n = 0, 1, 2,.. . , Nb - 1, in accordance with Lane's [10] analysis 
of the permissible flutter mode shapes of a tuned rotor. 

It should be mentioned that the mode shape assumption is 
not as restrictive as it might appear. As long as the vibration 
amplitudes are sufficiently small for linear analysis to hold, 
Fourier analysis can be used to obtain the most general mode 
shape, where both amplitude and interblade phase vary from 
blade to blade, by superimposing elementary constant am
plitude, constant a solutions. A simple example of this is the 
superposition of forward and backward traveling waves to 
produce the standing waves typical of the natural modes of 
vibration of a bladed disk. 

The coupled bending-torsion equations of motion can be 
written in matrix form as [8] 

UNDEFORMED 

C.G. 

h v N - ELASTIC AXIS 
b X I (EA) 

EQUIVALENT SECTION AT 7 5 % SPAN 

Fig. 2 Blade geometry and structural model 

[M]{q)+[Kd]{q} = in (1) 
where the mass matrix [M], stiffness matrix [Kd\, generalized 
coordinates [q] and force [F) are given by 

[M] = ;[Kd] = 

(l + igB)moo2
B 

{q} = 

'/r 

a 

•;{F}= • 

' -L-

M 

(l+igT)Iau
2
T 

(2a) 

(2b) 

N o m e n c l a t u r e 

b 
c 

n R n i 

g 
gB,gT 

h = 

location of elastic axis, 
nondimensional ized 
(Fig. 1) 
semichord 
lb = chord 
real and imaginary 
parts of moment 
coefficient due to 
torsion 
structural damping 
structural damping in 
bending and torsion, 
respectively 
bending deflection 
(Fig. 2) 
hlb 

= mrr = mass 
moment of inertia per 
unit span about axis 
x = ba 

k = wb/U = reduced 
frequency 

k = kM/iAfi-l) 
Kh,Ka = blade bending and 

torsional stiffness, 
respectively 

L = lift, positive up, per 
unit span 

m = mass per unit span of 
blade 

M - moment about axis 
x=ba, p o s i t i v e 
clockwise, per unit 
span; a lso Mach 
number 

Â  = rotor speed, rpm 
Nb = number of blades in 

rotor 
p — p/wT = pR + /to = 

nondimensional ized 
exponent IPoix)^]; 
\Po(x)'] = real and 
imaginary parts of 
pressure jump am
plitude across zeroth 
b l ade , nond imen
sionalized with respect 
to PoU2 

ra = radius of gyration, 
nondimensional ized 
wi th r e s p e c t to 
semichord 

s = blade spacing (Fig. 1) 
s2 - is/b) cos 8 
Sa = mbxx = static mass 

moment per unit span 
about axis x = ba, 
positive when center of 
gravity (CG) is aft 

t = time 
T0 = total temperature (°R) 

at engine intake 

U = freestream velocity 
relative to blades 

UF = flutter speed 
x, = nondimensional ized 

CG - EA offset 
positive when CG is aft 
(Fig. 2) 

a = torsional deflection, 
positive clockwise 

5 = logarithmic decrement 
(damping) 

8 = stagger angle; also 
ro/519°R 

X = comples eigenvalue 
/x = m/itpob2 = mass ratio 

of blade 
Po = air density 

a = interblade phase angle 
4> = phase by which torsion 

lags bending 
co = frequency in rad/s 
co = co/co T = n o n 

dimensionalized fre-
qency 

o>B,uT = uncoupled frequencies 
in bending and torsion, 
respectively 

[ s ) = differentiation with 
respect to time 

( )o = complex amplitude of 
harmonic variable 
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Fig. 3 Comparison of moment coefficient due to torsional oscillations 
with results of Nagashima and Whitehead (N&W) [14], and Verdon and 
McCune (V&McC) [12] (Cascades, a = 0) 

The structural damping coefficients gB and gT are related to 
the logarithmic decrement a by a = irg, for small g. 

With the assumption that the blades execute simple har
monic motion, [q] = [q0] exp (icoO, the unsteady 
aerodynamic forces can be written in terms of non-
dimensionalcoefficientS/4,y as follows: 

L = L0e
iu'=-irp0b

io>2[An(h/b) +Al2a] (3) 

M=M0e
i»' = irp0b

4«o2[A2l(h/b) +A22a] (4) 

When equations (3) and (4) are substituted into equation (l), it 
is shown in reference [8] that the following nondimensional 
eigenvalue problem is obtained 

[D\[Q)=MQ] (5) 
where X = l/co2. The matrix [D] is given by1 

[D] = 

lx + Ax 

y2M+igB) 

nx,+A2l 

^i+Al2 

ylU+igB) 

Hrl+A22 
r2

a(\+igT) ri(l+igr) 

(6) 

The CG-EA offset xt is used to model the combined inertial 
and structural coupling strength between bending and torsion. 
Additional comments on the physical significance and 
limitations of this model can be found in reference [8], 

Unsteady Aerodynamics 

Two speeds regimes were investigated: incompressible flow, 
and supersonic flow with a subsonic leading edge locus. The 
unsteady aerodynamic loads for the incompressible case were 
evaluated using Whitehead's [3] solution. A computer 
program has been written to evaluate the force and moment 

The expression for [D] in reference [8] contains a misprint. 
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Fig. 4 Comparison of pressure jump amplitude due to torsional 
oscillations with results of Nagashima and Whitehead [14], and Verdon 
and McCune [12] (Cascade B, a = 0) 

coefficients for given values of 8, s/c, k, and a, and to 
calculate the aerodynamic matrix [A] required for the flutter 
analysis. Details of this calculation can be found in reference 
[11]. 

For the supersonic case, the unsteady loads were calculated 
by the method established by Bendiksen [11], and also 
discussed in reference [9]. Numerical results show good 
agreement with those published by Verdon and McCune [12], 
Verdon [13], Nagashima and Whitehead [14], and Adamczyk 
and Goldstein [15]. An illustration of this is shown in Figs. 3 
and 4, where results for Verdon's cascade B are compared 
with computations by Nagashima and Whitehead, and 
Verdon and McCune. The agreement between the present 
solution and that of Nagashima and Whitehead is excellent, 
and the agreement with Verdon and McCune's solution is 
good, except for £ = 0.125. The reason for the difference for 
£ = 0.125, which remains in Verdon's later improved solution 
[13], is not known. 

Both the incompressible and the supersonic cascade theories 
used in this study are based on two-dimensional, first-order, 
linearized small disturbance theory. Because the governing 
equations and boundary conditions in such a theory are 
linearized about the unperturbed uniform flow, the effects 
due to thickness, camber and mean angle of attack may be 
evaluated separately and superimposed, provided these are 
small. In this case, it is well established [16] that these ad
ditional effects only appear in the steady problem, i.e. the 
eigenvalue problem governing the flutter boundaries remains 
unchanged. This is the justification for treating the blades as 
flat plates at zero incidence. If thickness, camber or mean 
incidence are not small, there can be significant coupling 
between the steady and unsteady flow perturbations, as 
shown in the work of Atassi and Akai [17]. 

It should be mentioned, though, that the supersonic cascade 
might be more sensitive to thickness and profile parameters in 
general, because of the strong effect the cross-sectional blade 
shape has on the location, generation, and reflection of shock 
waves. Nevertheless, results reported by Snyder and Corn-
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Parameter 

Stagger 9 
Spacing s2 

Mach No. M 

Table 1 Cascade Design Parameters 

Cascade A 

59.5° 
0.8 
1.3454 

Cascade B 

63.4° 
0.6 
1.2806 

Cascade C 

60° 
1.0 
0 

merford [5] indicate that for practical blade shapes, this effect 
is probably small. They tested two different blade profiles in a 
supersonic cascade tunnel: an uncambered, symmetrical J-
blade with a 5 percent thickness to chord ratio, and a 
precompression blade with a 4 percent thickness to chord 
ratio. The 7-blade had a normal shock at the blade passage 
entrance, followed by subsonic flow in the passage; the 
precompression blade had a weak shock system at the en
trance and in the blade passage. Despite these large qualitative 
differences in the flow, the flutter boundaries were found to 
differ only by approximately 5 percent. 

Method of Solution for the Aeroelastic Eigenvalue 
Problem 

The flutter boundaries are obtained by solving a complex 
eigenvalue problem, equation (5), analogous to the fixed wing 
case. The harmonic time dependence exp (iwt) is temporarily 
replaced by a general time dependence exp(pr), where the 
exponent p is assumed complex, and the eigenvalue problem 
is solved directly. From the two complex eigenvalues X, and 
X2, two values for/? are obtained through the relation. 

p— (;VA)cor (7) 

or, in nondimensional form 
p=p/uT=pR + io> (8) 

Flutter occurs when pR > 0 
An independent check of the flutter boundary calculations 

can be obtained by considering the energy exchange between 
the rotor (cascade) and the surrounding flow [8]. Excellent 
agreement was obtained for all cases checked. 

If the flutter mode shape can be assumed known a priori, 
Carta's energy method [4] will yield the same flutter bound
aries as obtained by the solution of the eigenvalue problem. It 
has been found that, the assumption that the flutter mode 
shape will coincide with a natural mode of the rotor, is 
unreliable, particularly for reduced frequencies in the 
practical range k < 0.5, although the error decreases with 
increasing coupling strength x,. 

Flutter Boundaries 

Numerical results will be presented for three different 
cascade configuration. The design parameters, summarized in 
Table 1, have been chosen in the practical range of current 
technology fan rotor design. Cascades A and B are identical 
to Verdon's [12, 13] cascades A and B, and were used in all 
calculations for supersonic flow; cascade C was used for all 
calculations for incompressible flow. In all cases, a titanium 
rotor with 40 blades and a mass ratio of ix = 200 was 
assumed. 

Incompressible Flow. Figure 5 illustrates the typical 
behavior of the frequency and damping in bending and in 
torsion as flutter is approached, for cascade C in in
compressible flow. In this example, it is the torsional branch 
which becomes unstable. Note the insensitivity of the modal 
frequencies to the relative air velocity; there is no significant 
tendency toward frequency coalescence. In fact, the flutter 
frequency is within 0.6 percent of the natural frequency of the 
torsional branch in vacuum. If this instability were en
countered experimentally, it would almost certainly be 
identified as "pure torsional flutter," unless accurate mode 
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Fig. 5 Frequency and damping in bending and torsion versus air
speed for cascade C in incompressible flow (a = 0, x\ = 1/3, gB - gT 
= 0, uiBlaT = 0.7, x, = 0.1) 
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Fig. 6 Coupled bending-torsion flutter boundaries for cascade C in 
incompressible flow {EA atmidchord, a = 0, r\ = 1/3, gB = gT = 0) 

shape measurements were also obtained. The actual flutter 
mode has a bending/torsion displacement ratio h0/u0 of 
0.179, i.e. it contains a significant bending component. 

That bending/torsion coupling can have significant effects 
on the flutter boundaries is clearly shown in Fig. 6. The flutter 
boundaries are plotted as nondimensionalized flutter speed 
UF/boiT versus frequency ratio yw = oiB/wT, for various 
values of coupling strength x{. Recall that xu which is the 
nondimensionalized offset between the elastic axis and the 
cross-sectional center of mass of the blade, is used to model 
the combined inertial and structural coupling strength in this 
study. In addition, the modes are coupled aerodynamically 
through the off-diagonal terms An and A2\ of the 
aerodynamic matrix. Additional results presented in reference 
[8] indicate that there are pronounced differences between the 
SDOF and the coupled flutter boundaries for the 1/4-chord 
and 3/4-chord elastic axis locations as well, and that these 
differences persist in the presence of structural damping. 
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Fig. 8 Coupled bending-torsion flutter boundaries for cascade A in 
supersonic flow (a = 0, r\ = 1/3, gB = gT = 0) 

Figure 7 is a good illustration of this, for the case of the elastic 
axis at 1/4-chord and strong structural damping. 

Supersonic Flow. Results illustrating the effect of bending-
torsion interaction on the flutter boundaries for Verdon's 
cascade A and B are presented in Figs. 8-12. Because both the 
bending and the torsional branches exhibit instability over a 
wide range of frequency ratios, care must be exercised in 
labeling the branches. It must be kept in mind that the mode 
shape h0/a0 for a given branch changes as a function of 
frequency ratio. Therefore, the label BT for "bending-
torsion" is used to indicate that bending dominates for low 
frequency ratio and torsion dominates for high frequency 
ratios. Conversely, the label TB for "torsion-bending" in
dicates that the reverse is true: torsion dominates for low 
frequency ratios and bending dominates for high frequency 
ratios. Typical values of the interblade phase angle a at flutter 
are also shown in Figs. 9 and 12. It can be seen that the TB 
branches have relative low values of a, whereas the BT 
branches have relatively high values of a. 

There are two interesting differences between the in
compressible and the supersonic cascade flutter boundaries. 
The first is in the behavior of the BT branch, which in the 
supersonic case shows a marked tendency to become critical 
for frequency ratios uB/uT as low as 0.2-0.3. In the in-
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Fig. 10 Frequency and damping versus relative airspeed for cascade 
Bin supersonic flow (a = 0,r* = 1l3,uB/o>T = 0.6,gs = gT = 0) 

compressible case, the BT branch usually becomes critical 
only for aiB/uT > 1, except for negative values of coupling 
x,. The second noticable difference appears in the form of 
bubble- and cavity-like regions of weak instability, and finger
like regions of weak stability. These are due to the presence of 
multiple "humps," i.e. local maxima and minima, in the 
damping versus relative airspeed plot of the BT mode, as 
illustrated in Fig. 10. The corresponding behavior of the 
bending (BT) and torsion (TB) branches and the phase angle 4> 
between bending and torsion for each branch, are shown in 
Fig. 11. Since the coupling (x,) is strong in this example, the 
mode shapes and phase angles are relatively unaffected by 
increasing airspeed U/bwT, although there is a small change 
in the bending branch immediately before and after it 
becomes unstable. Note, however, that for (U/bo>T) > 2, i.e. 
kT < 0.5, the effect of the airloads on the torsional branch 
become significant and cannot be ignored. 

By introducing small amounts of structural damping, the 
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regions of weak instability can be eliminated. The finger-like 
regions of weak stability observed in Fig. 9 also disappear, 
leaving the flutter boundaries reasonably smooth, as shown in 
Fig. 12. Note that for the regions of weak stability, the in
troduction of structural damping can actually be 
destabilizing. It should be mentioned that similar weak in
stabilities are also known to occur in rotary-wing 
aeroelasticity [18]. 

Some Design Implications 

Realizing the difficulties in extrapolating cascade 
predictions to 3-dimensional rotors, one can understand the 
reluctance of designers to rely too heavily on cascade 
calculations alone. Strictly speaking, there is no theoretical 
foundation for such an extrapolation, and its validity can only 
be established through carefully conducted experiments. 
Published flutter data on full-scale fan and compressor rotors 
are scarce and incomplete from a quantitative standpoint, 
often because some or all of this data is considered 
proprietory. Another problem is that the instrumentation is 
seldom sufficient to obtain all the parameters required. This is 
particularly true for flutter mode shape measurements; in 
fact, recent data [19, 20] suggests that mistuning effects may 
have to be considered, thus adding to the instrumentation 
requirements. 

A qualitative sketch of the various flutter regimes which 
may be encountered in a fan or compressor rotor is shown in 
Fig. 13. The two distinctly different boundaries for supersonic 
unstalled flutter indicate that the exact shape of this boundary 
is a function of the design of the rotor, and that 
generalizations should be cautioned against. It should also be 
realized that experimentally obtained flutter boundaries 
plotted in this manner can be functions of many variables: 
reduced frequency, relative Mach number, finite incidence 
effects, separation and stall effects, and so on. For potential 
flow situations, one might expect the flutter boundaries to 
follow a line of constant corrected speed, N/\fd, since the 

Fig. 12 Effect of structural damping on flutter boundaries of cascade 
S (a 0, tt 
AiResearch/NASA fan [24, 25] 

1/3, gB = gT = 0.005), and operating lines of 
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Coupled Bending-Torsion Flutter 

CORRECTED WEIGHT FLOW 

Fig. 13 Compressor map showing typical flutter boundaries 

relative Mach number is approximately constant along such a 
line. From Fig. 13 one concludes that this is not the case, at 
least for supersonic unstalled flutter; there appears to be 
definite effect due to the blade loading. 

A word of caution is appropriate at this point. Because the 
unsteady airloads also depend on the reduced frequency k, 
they are also functions of the absolute relative airspeed [/and 
hence N. This means that the flutter boundaries plotted on a 
compressor map as in Fig. 13 cannot be unique, and both 
absolute speed and temperature effects remain in the data. 
Halliwell has discussed these effects in a recent paper [21], 
and has presented test data correlations with corrected speed, 
air temperature, and air density. The destabilizing effect of 
increasing the air density p0 has been documented in several 
earlier tests [5, 6, 22], although some very recent data on 
choke flutter obtained by Jutras, et al. [23] do not exhibit this 
trend. This density effect is often explained by noting that the 
work done by the air on the cascade is proportional to p0; 
therefore, increasing p0 will increase the work input to the 
rotor and, if positive, require a higher level of structural 
damping to check the instability. Accordingly, in the absence 
of structural damping, the density should have no effect on 
the flutter boundaries [5]. 

Although the preceding explanation is reasonable, it is 
incomplete. First of all, from equation (5) it is clear that the 
density p0 only enters the eigenvalue problem through the 
mass ratio /x in the matrix [D], equation (6). One should 
therefore speak of the effect of mass ratio, which is a relative 
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density, and not of density per se. But more important is the 
conclusion that, according to equations (5) and (6), this effect 
clearly remains even in the absence of structural damping. 

In Fig. 12 data from an AiResearch/NASA research fan 
[24,25] have been superimposed on the flutter boundaries for 
cascade B. This fan, which was not developed for flutter 
testing, encountered flutter around 93 percent N/VO during 
initial testing, with subsequent failure of the mid-span 
shrouds from high cycle fatigue. The blade was successfully 
redesigned by increasing its thickness and changing the shroud 
geometry. This raised the torsional frequency by ap
proximately 45 percent, and moved a given corrected speed 
point toward lower values of U/bwT, as can be seen from Fig. 
12. The observed flutter point occurred remarkably close to 
both the SDOF torsional flutter boundary, as well as to the 
torsional and bending branches for a coupling strength X/ 
slightly below 0.10. One should be cautioned against at
taching too much significance to this agreement, however, 
since the AiResearch/NASA fan at 75 percent of blade span is 
only qualitatively similar to cascade B; its Mach wave 
reflection pattern is similar, but its geometry and relative 
Mach number are slightly different. 

Finally, two additional predictions which are of interest to 
the designer should be mentioned. The first has to do with the 
possibility of encountering bending flutter, which in the 
supersonic case is a real possibility for EA locations around 
midchord and frequency ratios in the practical range 0.3 < 
uB/o)T < 0.8. This is clearly demonstrated in Figs. 8, 9, and 
12. Since the bending branch frequency has been found ex
tremely insensitive to relative airspeed, e.g. Figs. 5 and 11, the 
flutter frequency would be very close to the natural frequency 
of the bending mode in vacuum. If encountered during flutter 
testing, this type of instability would probably therefore be 
classified as "bending flutter." It is interesting to note that 
this is predicted to be a low k, high a type flutter, charac
teristics which it has in common with the shock-induced 
bending flutter predicted by the theory of Goldstein et al. [26]. 

The second prediction deals with the effect of the location 
of the elastic axis. Although the SDOF torsional flutter 
boundaries predicted by Whitehead's theory for in
compressible flow are very sensitive to the EA location, 
coupling between bending and torsion was found to reduce 
this sensitivity dramatically [8]. For the supersonic cascades 
considered here and in references [9, 11], the SDOF torsional 
flutter boundaries are less sensitive to the EA location, and 
only cascade A displays a distinct minimum of the flutter 
speed, at approximately 73 percent of chord. For cascade B 
the worst axis location from a SDOF torsional flutter stand
point is actually forward of midchord, at around 27 percent 
of chord. 

Conclusions 

The following conclusions can be drawn: 

1. Coupling between the bending and torsional degrees of 
freedom changes the flutter boundaries of a typical fan or 
compressor rotor significantly. This is true both in in
compressible and in supersonic relative flow. 

2. There is no appreciable tendency for the bending and 
torsional frequencies to coalesce as flutter is approached, 
except at very low reduced frequencies. This makes it im
possible to assess the degree of modal coupling from the 
observed flutter frequency alone. 

3. Both the torsional and the bending branch exhibit in
stabilities in the practical range of design parameters and 
coupling strength. 

4. The bending branch instability in supersonic flow is 
characterized by low reduced frequency and high interblade 

phase angle. It often manifests itself as a hump mode, 
generating both bubble-like regions of weak instability as well 
as finger-like regions of weak stability. Both were found to 
disappear when structural damping of the order of 1.5 percent 
of critical was introduced. 

5. Structural damping has a pronounced beneficial effect 
on the flutter boundaries, except in regions of weak stability, 
where damping often is destabilizing. 
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Nuclear Blast Response of 
Airbreathing Propulsion Systems: 
Laboratory Measurements With an 
Operational J-85-5 Turbojet Engine 
This paper describes an experimental technique that has been developed for the 
performance of controlled laboratory measurements of the nuclear blast response 
of airbreathing propulsion systems. The experiments utilize an available G.E. J-85-
5 turbojet engine located in the test section of the Calspan Ludwieg-tube facility. 
Significant modifications, described herein, were made to this facility in order to 
adapt it to the desired configuration. The J-85 engine had previously been used at 
Calspan for other purposes and thus came equipped with eight pressure transducers 
at four axial locations along the compressor section. These transducers have a 
frequency response on the order of 40 KHz. Pressure histories obtained at several 
circumferential and axial locations along the compressor are presented for blast-
wave equivalent overpressures up to 17.2 kPa (2.5 psi) at corrected engine speeds 
on the order of 94 percent of maximum speed. 

Introduction 
Propulsion-system blast tolerance, including the relative 

importance of inlet flow distortion and internal blast-wave 
propagation, is governed by many factors. The engine type is 
of obvious importance; for example, turbojets, turbofans or 
ramjets, will repsond differently to any given blast en
vironment. For any particular engine type, the detailed in
ternal gas-dynamic response will depend generally on the 
internal engine configuration, (the number and type of 
compressor and turbine stages, or combustor type), the engine 
operating point (stage pressure and stall-margin ratios, nozzle 
pressure ratio, turbine inlet temperature, and fuel/air ratio) 
and the engine control system (measurement parameters or 
response characteristics). The inlet type (internal, external, or 
mixed compression; high or low length-to-diameter ratio; and 
boundary-layer bleed and bypass provisions) can modify blast 
waves entering the engine from the front by changing the blast 
strength and introducing distortion. Finally, the local blast 
strength and orientation with respect to the propulsion system 
will strongly affect the transient internal engine pressures and 
temperatures that result. 

A nuclear blast wave has associated with it a nearly step-
function pressure and temperature pulse to which an 
operating engine may be subjected. The blast response of the 
propulsion system is recognized as an important consideration 
that must be treated in studies of systems utilizing airbreathig 
propulsion. Because this is a relatively new aspect of nuclear 

blast response, it is one for which only limited experimental 
and theoretical work has been done. 

The only other similar laboratory measurement program 
that we are aware of is the one reported [1-3] by the Canadian 
group1 at the Defence Research Establishment, Suffield. The 
purpose of the Canadian experiments was to test the general 
response of the Orenda 8 engine in contrast to the purpose of 
the present program which was to develop a technology that 
could provide the detailed data necessary to predict the 
general behavior of airbreathing propulsion systems. 

In the remainder of this paper, the facility modifications 
will be discussed, followed by a discussion of experimental 
results. 

Experimental Facility and Modifications 
The basic Ludwieg-tube facility (sketched in Fig. 1), around 

which this technology program has been developed, was 
previously in existence at Calspan. The existing facility 
consisted of a supply tube (the driver gas supply) of 1.10-
meters (3.5-ft) diameter by 18.3-meters (60-ft) long and the 
test section (in which the J-85 engine was located) which is 
2.44-meters (8-ft) diameter by 18.3-meters (60-ft) long. The 
driver pressure limitation on the supply tube is 1379 kPa (200 
psia) which, as will be shown later, is almost a factor of ten 
greater than necessary to achieve the maximum allowable 
overpressure for the J-85 engine. The experiments reported 
here required supply-tube pressures less than 172.4 kPa (25 
psig). In order to convert the existing facility to one that could 

Contributed by the Gas Turbine Division of THE AMERICAN SOCIETY OF 
MECHANICAL ENGINEERS and presented at the International Gas Turbine 
Conference, Houston, Texas, March 8-12, 1981. Manuscript received at ASME 
Headquarters, December 18, 1980. Paper No. 81-GT-164. 

In the early stages of the Calspan program (July, 1978) the DRES people 
were visited to discuss the detailed results of their previous experiments 
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AIR SUPPLY

SUPPORT GRID FOR DIAPHRAGM

(a) Neoprene diaphragm

(b) Back.up grid for diaphragm

Fig. 3 Photograph of actuating chamber

ACTUATING CHAMBER

Fig. 2 Sketch of system

MYLAR DIAPHRAGM
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:t: DRIVER SUPPLY TUBE ~ 16.8 m (N 55 ft)
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Figure 5 is a photograph taken inside the receiver tank of
the large diameter shock tube and the engine illustrating the
manner in which the shock wave is directed into the engine
and the rubber fairing which isolates the shock tube from the
engine. This photograph demonstrates that a portion of the
bellmouth is not in use which could account for the minor
steady-state distortion discussed above. Several of the static
pressure taps in the large diameter pipe can also be seen on
this photograph. A description of transducer locations in both

~-ik~~
l 2.44 m 18 ft) DIA.

SUPPLY TUBE 18.3 m 160 ft) LONG

1.07 m (3.5 It)
18.3 m (60 It) LONG

Fig. 1 Ludwieg.tube facility

be used to study the blast response of airbreathing propulsion
systems, several modifications were necessary.

An important restriction on the generation of shock waves
that would eventually be directed into the engine is that the
flow environment be free of foreign particles. It was thus
necessary to modify the facility as shown in Fig. 2 so as to '
incorporate a driver technique [1-3] consisting of an actuating 1

chamber and a flexible diaphragm in order to drive the ap
propriate shock waves. A photograph of the actuating
chamber and the flexible diaphragm (neoprene) is shown in
Fig. 3. This chamber is initially pressurized to a static pressure
of 13.8 to 34.5 kPa (2 to 5 psi) in excess of the Ludwieg-tube
driver supply tube in order to seal the flexible diaphragm
against the shock-tube flange and support grid. The sketch
shown in Fig. 2 illustrates that two additional tubes, in ad
dition to the actuating chamber, were added to the facility in
order to perform the desired experiments. The shock wave is
initiated in the small diameter tube by rapid removal of the
flexible diaphragm from the tube entrance. This is ac
complished by venting the actuating chamber to the outside
away from the engine by rupturing a mylar diaphragm using
an air-operated knife. A shock wave is then formed in the
0.25-meter (0.83-ft) diameter tube (d) and progresses on to the
larger diameter tube (D) where it weakens and eventually is
directed into the operating engine. For steady-state operation
of the engine prior to initiation of a shock wave, the engine
draws its supply air through the annulus bounded by the two
tubes of diameters d and D as shown in Fig. 4. For the ex
periments to be described in this paper, the engine was
operated with an ASME bellmouth into which the shock wave
is directed as illustrated in Fig. 4. The bellmouth is not rigidly
coupled to the shock tube but rather a rubber transition piece
attached to the shock tube fills the gap of approximately
1.9 x 10- 2 meters (314-in.) between the tube and bellmouth.
In this way, any impulse loading on the shock tube that may
be created when the shock wave is initiated is isolated from
the engine.

The experimental configuration sketched in Fig. 4 raises the
question of possible reduced pressure at the bellmouth as a
result of the inlet air flowing through the long pipe (of
diameter D) upstream of the inlet. The engine used in these
experiments has previously been used at Calspan in the
development of a rotating-stall control system. Therefore,
there exists a large body of performance data obtained with
the engine operating under ideal conditions. The engine
performance while installed in the Ludwieg-tube con
figuration was checked against some of these previous results
which are given in [4]. The results presented in this paper were
all obtained at corrected engine speeds in the range of 70 to 95
percent. The measured static pressure increase across the
compressor and the stall-control system sensitivities indicated
that the Ludwieg tube installation had associated with it a
slightly lower inlet pressure and a relatively small amount of
inlet distortion when compared to the previous measurements
obtained for undistorted inlet flow. For the purposes of the
blast-wave experiments of interest to this program, both of
these influences are sufficiently small that they will not
compromise the results.
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Fig.4 Sketch of engine in test section

Fig. 5 Photograph of large diameter shock tube and bellmouth junco
tion

the small and large diameter shock-tubes is given in the next
section.

Shock-Tube and Engine Instrumentation. Figure 6 is a
sketch of the instrumentation locations in the shock tubes. In
addition, the overlap of the large diameter tube relative to the
smaller tube and the distance from the tube exit plane to the
compressor force are also illustrated. The ratio of shock-tube
diameter to entrance tube diameter, d/D, and the overlap
length were sized on the basis of calculations [5] performed by
Kaman AviDyne. A significantly more detailed discussion of
this instrumentation and further details of the experimental
results can be found in [6].

Total-pressure time histories were obtained at two locations
in the large-diameter tube just upstream of the compressor
face. These transducers were not installed while the transient
engine-response data were being obtained, but were rather
used to obtain detailed shock-tube performance data at times
when engine data were not being taken.

The front portion of the compressor of the GE 1-85-5
engine used for these experiments is instrumented [7] with
eight Piezotronic pressure transducers (20 to 40 KHz
response) as the photograph presented in Fig. 7 illustrates.
The eight transducers are located at four axial locations with
two at each of the following locations:

(0) near the first stage rotor midchord; (I RMCT, 1RMCL)
(b) near the quarter-chord of the first stage stator, as close

to the stator suction surface as possible; (lSQCT,
ISQCL)

(c) between the second stage stator trailing edge and the
third stage rotor leading edge; (2STET, 2STEL).

Two additional pressure transducers are located near the rear
of the compressor as illustrated in the photograph of Fig. 8
between the seventh stage stator blades at approximately
midchord (7SMCL). However, because of engine geometry,
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Fig. 6 Sketch of shock·tube instrumentation

Left side

Right side

Fig. 7 Pressure transducer locations in forward portion of J·8S
compressor

these transducers could not be flush mounted and thus the
frequency response is less than that of the forward tran
sducers.

In addition to the pressure measurements noted above, one
other pressure transducer is installed on the engine. This
transducer is used in conunction with those noted above to
measure the static pressure rise across the compressor, and is
located at the throat of the bellmouth upstream of the
compressor face.
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Fig. 9(a) Shock·tube pressure histories for I1p '" 16.55 kPa with
engine at rest

Fig. 9(b) Total pressure measurements in shock tube with engine at
rest
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engine speed was in excess of 90 percent. The blast-wave
experiments discussed herein were all performed with the stall
control system inactive and thus the bleed door position was
under control of the normal engine schedule.

Basic Shock-Tube Data and Engine Measurements Per
formed With Compressor at Rest. A sketch of the locations of
all of the shocktube instrumentation is given in Fig.6 and
photographs of the engine instrumentation are given in Figs. 7
and 8.

Figures 9(a) and 9(b) are representative of the shock-tube
data obtained. Pressure transducers PI -Ps are in the sidewall
of the 0.25-meter (0.83-ft) diameter tube, transducers P6 -P9
are in the sidewall of the 0.56-meter (I.83-ft) diameter tube,
and the total pressure probes were located on the center line
and 0.05-meters (0.I7-ft) off the center line of the 0.56-meter
(1.83-ft) diameter tube. Pressure transducer Ps is located at
approximately 0.I5-meters (D.5-ft) from the open end of the
0.25-meter (0.83-ft) diameter tube. The upstream moving
expansion fan as a result of the shock wave existing from the
open end of the shock tube can be observed at this location
and it can be traced back upstream to location PI' The
characteristic of the pressure pulse at location Ps makes it
attractive for time sequencing the three data recorders.

Throughout this paper we refer to a value "at the com
pressor face." This value is obtained from the P9 data record
as illustrated on Fig. 9(a). The peak pressure occurring at
early time on the P9 data record is a result of the reflection of
the incident shock wave from the compressor face. This
reflected wave can also be traced back up the 0.56-meter
(I.83-ft) diameter tube and into the 0.25-meter (0.83-ft)
diameter tube.

The duration of the useful shock-tube time is noted as Fig.

Left side installation

Upper installation

Fig. 8 Pressure transducer locations in rear of J·8S compressor

An accelerometer is mounted on the compressor casing
from which the peak-to-peak displacement history can be
deduced using a suitable electonics package. Time histories of
compressor casing displacement were recorded along with the
engine pressure histories and are discussed next.

Discussion of Experimental Results
This section of the paper has been divided into two separate

discussions: (1) basic shock-tube and engine measurements
performed with the compressor at rest, and (2) shock-tube and
engine measurements performed with the engine operating
and the bellmouth attached to the engine as sketched in Fig. 4.
The J-85 is equippped with bleed doors located just aft of the
first stage of the compressor. These bleed doors are normally
open or partially open until the corrected engine speed has
exceeded approximately 93 percent. It was previously noted
that the engine used in this work was equipped with a
Calspan-developed stall control system. However, this stall
control system was not intended for use when the corrected
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EXPERIMENTAL DATA FROM 0.56-nwter 
(22-in) DIA. SHOCK TUBE 
LINE FAIRED THRU DATA 

5 10 15 20 25 30 35 
PRESSURE AFTER REFLECTION FROM COMPRESSOR FACE, kPa 

Fig. 10 Equivalent blast-wave overpressure 

9(a). This time represents the duration of uniform conditions 
at the compressor face as a result of compressing the gas 
initially contained in the 1.83-meter diameter tube. Pressure 
peaks and valleys occurring after the test time are associated 
with the driver gas and are thus not relevant to the experiment 
being performed. 

In order to relate the pressure increase measured at P9 (AP) 
to an equivalent blast-wave overpressure, the increase in 
incident shock pressure as a result of the reflection from the 
compressor face must be accounted for. Figure 10 as obtained 
from the pressure data by reading the first plateau pressure 
occurring in the P6, P7, and P8 pressure records and com
paring that reading to the (AP) marked on the P9 trace. As 
can be seen from Fig. 10, a 13.8 kPa (2 psi) blast-wave 
overpressure results in a pressure increase at the compressor 
face corresponding to approximately 17.2 kPa (2.5 psi). 

Figure 9(b) includes a comparison between the compressor 
casing displacement history and two total-pressure histories 
taken in the 1.83-meter diameter tube. The characteristics of 
the total pressure pressure records and the corresponding 
pressure levels are in good agreement with the P9 data 
presented in Fig. 9(a). Note that the maximum total pressure 
is associated with that period of time called shock-tube test 
time. It is illustrated in Fig. 9(b), and will be shown several 
times later in this paper, that the peak in the compressor 
vibration occurs much later in time than the peak total 
pressure. Figure 11 is a summary of the casing vibration data. 
This figure demonstrates that the magnitude of the casing 
displacement increases rapidly with overpressure but it is a 
relatively weak function of engine speed. Results are 
presented both with the compressor operating and with the 
compressor at rest to demonstrate this point. 

Since the purpose of this experimental program was to 
investigate the tansient response of the engine to a shock wave 
incident on the compressor face, it was necessary to obtain a 
baseline measurement with the bleed doors closed and the 
engine at rest. Recall that this engine is equipped with bleed 
doors and that at corrected speeds in excess of approximately 
93 percent these doors are closed. Most of the data will be 
taken at these higher corrected speeds so that the bleed doors 
will remain closed, thus the reason for obtaining the baseline 
data with the bleed doors closed. 

Figures 12(a) and (b) are a second set of shock-tube 
pressure histories, engine pressure histories and a compressor-
displacement time history obtained for a AP of 26.9 kPa. The 
conditions for these experiments are different from those 
shown in Fig. 9 in that the total pressure probes have been 
removed from the large diameter tube and the imposed 
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Fig. 11 Measured compressor casing peak to peak displacement 

pressure pulse is larger. The characteristics of the shock-tube 
data records presented in Fig. 12(a) are shown to be very 
similar to those presented in Figs. 9(a) and (b). The engine 
pressure histories illustrate that the incident shock moves 
through the machine at a propagation velocity approximately 
equal to its velocity in the 1.83-meter diameter tube. The early 
time peak-pressure pulse is followed by an uniform pressure 
pulse the shape of which is consistent with the P9 pressure 
record. These characteristics of the engine pressure records 
change significantly when the compressor is operating as will 
be demonstrated later. Figure 12(b) illustrates two of these 
engine pressure histories, 2STET and 2STEL, the compressor 
casing displacement history, and the P9 record. From Fig. 
12(b) it can be seen that the peak compressor-casing 
displacement occurs at approximately 230 ms after shock 
arrival at the compressor face. This displacement and time 
history is essentially the same as that measured when the 
machine was operating at high corrected speed as will be 
shown in the next subsection. 

Shock-Tube and Engine Measurements Performed with 
Compressor Operating. With the ASME bellmouth attached 
to the engine and the experimental configuration shown in 
Figs. 5 and 6, a series of experiments were performed to in
vestigate the performance of the J-85-5 turbojet engine under 
simulated nuclear-blast environments. Measurements were 
performed with the engine operating at corrected speeds in the 
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Fig. 12(a) Shock-tube and engine pressure histories for Ap = 26.89 
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Fig. 12(b) Engine pressure and compressor casing displacement 
histories lor Ap = 26.89 kPa shock wave with engine at rest 

range of approximately 93 to 95% for equivalent blast-wave In addition to the shock-tube and engine pressure histories 
overpressures in the range of 5.5 kPa (0.8 psi) to 17.2 kPa (2.5 described above, two brush recorders were used to record time 
psi). Data records obtained from those experiments are histories of engine rpm, bleed-door position, static-pressure 
presented in detail in [6], but only representative results will increase across the compressor, and pitot pressure in the 
be shown here. bellmouth from which engine weight flow rate was calculated. 
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A second brush recorder was used to record four engine
pressure histories on a slower sweep rate than was used for
Figs. 13(b) and (c). The same engine pressures are included in
Figs. 13(b) and (c), along with the shock-tube data, for a
sweep speed four times faster than that used on Fig. 13(a).
Engine pressures lRMCT, ISQCT, 2STET and 7SMCL were
selected for the larger sweep rate display. These pressure
histories indicate that events occur essentially simultaneously
through the machine, compared with one engine revolution
(-4 milliseconds). It can be seen from the records presented
in Fig. 13(a) that the peak engine pressure is associated with
the passage of the initial wave system through the machine. It
can also be noted that the compressor regains its initial
operating pressure level at approximately 1200 milliseconds
after arrival of the shock. The post test-time pressure dip
shown on Fig. 13(b) is associated with the shock-tube gas (as
shown on Fig. 9(b» and is not indicative of the compressor
performance.

Figure 13(b) presents the shock-tube and engine pressure
histories on a sweep rate of four times faster than the sweep
rate used on Fig. 13(a). The four engine pressures presented
on Fig. 13(a) are also included on Fig. 13(b). The general
shape of these engine pressure histories should be compared
with those shown in Figs. II(a) and (b) for the engine at rest.
The first 10 ms or so of these data records are similar but then
the engine pressures shown on Fig. 13(b) return to their pre
shock values suggesting that possibly the turbine stage was
operating very nearly choked and could not accommodate the
increased weight flow associated with the shock-processed
gas. As the shock overpressure is increased at the higher
corrected speeds, this general character of the engine pressure
records will become more pronounced. Figure 13(c) isolates
two engine pressure records, 2STET and 2STEL so that their
histories can be observed more closely. The bottom trace on
Fig. 13(c) is the compressor casing displacement history. It
can be seen from this record that the peak displacement occurs
at approximately the same time after shock reflection as it did
for the compressor at rest.

The results shown in Fig. 13(c) include the compressor
casing displacement history in addition to the engine pressure
histories. The casing displacement reached a maximum value
at a time consistent with that shown in Fig. 12(b).

These pressure measurements can be used to demonstrate
that the transient overpressure imposed at the compressor
face is not magnified by the compression ratio in moving
through the compressor. Comparison of seventh stage
compressor records given on Fig. 12(a) for 0 percent speed
with the corresponding record given on Fig. 13(b) for 93.65
percent speed and on Fig. 14(b) for 94.3 percent speed
illustrates comparable magnitudes of an initial pressure spike
independent of speed but the pressure history following this
initial pulse is entirely different. Figures 12(a) and 14(a)
illustrate that the pressure pulse is not magnified by the
compression ratio. In fact, the imposed pressure pulse decaYs
very rapidly after the initial step rise.

The highest overpressure for which engine measurements
were obtained was 22.8 kPa (3.3 psi) and typical results for
this experiment are given in Fig. 14. The selected engine
pressure histories shown in Fig. 14(a) illustrate a characteristic
similar to that obtained at lower overpressures but with larger
amplitudes as would be expected. Comparison of Fig. 13(a)
with Fig. 14(a), as well as the engine pressure histories
presented in Figs. 13(b) and 14(b), does not suggest any
evidence of rotating stall or surge as we are accustomed to
seeing it on a transient basis. In addition, the engine did not
flame out or suffer any damage during the course of these
experiments. The comparison cited above indicates that with
increasing overpressure, the compressor pressures return to
their pre-shock level at an earlier time after shock arrival. For
the AP = 22.8 kPa (3.3 psi) case, the local pressures fall

7.37 psi/in DEFL'j
7.53 psi/in DEFL.

7.18 Pli/ln DEFLJ

7.20 psi/in DEFd

7.24 psi/in DEFL.

3.86 psi/in DEFL,'

4.75 psllin DE FL.,

3.48 psi/in DEFL.'

4.67 psi/in DEFL.I
~;;:'?;~~r-i~q~

Fig. 13(b) Shock·tube and engine pressure histories for liP 15.17
kPa shock wave

Fig. 13(a) Selected engine pressure histories for lip = 15.17 kPa
shock wave

% CORRECTED ENGINE SPEED g 93.65%
Do p AT COMPRESSOR FACE. 15.17 kPa

%CORRECTED ENGINE SPEED =93.65%
Do P AT COMPRESSOR FACE = 15.17 I,Pa

Fig. 13(c) Selected engine pressure histories for IIp = 15.17 kPa
shock wave

The second of these brush recorders was used to record four
engine pressure-transducer histories on a much slower sweep
rate than that used on the CEC recorders. As noted above, the
raw data from many of these experiments are presented in [6].

Figures 13(a), (b), and (c) present typical data for an engine
operating point of 93 percent corrected speed, with a AP =
15.2 kPa (2.2 psi). The engine speed record indicated a small
(0.6 percent) speed increase as a result of the shock-wave.
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Fig. 14(a) Selected engine pressure histories for I1p
shock wave
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Fig. 14(b) Shock·tube and engine pressure histories for I1p = 22.75
kPa
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Fig. 14(c) Selected engine pressure histories for I1p = 22.75 kPa
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somewhat below their pre-shock values. One can trace the 
movement of the return to pre-shock operating point from the 
rear of the compressor (7SMCL) towards the front (2STEL, 
1RMCL) suggesting that the turbine was probably operating 
near the choked condition and could not accommodate all of 
the increased weight flow associated with the shock wave. 
This observation would suggest that for modeling the engine 
performance when subjected to a blast-wave environment, it 
is important to include detailed information about the entire 
machine. The increase of compressor casing displacement 
with increasing overpressure can be observed on Fig. 14(c). A 
displacement of 1.5 x 10~4 m (0.006 in.) is near the 
recommended limit for the engine. 

Conclusions 

This paper describes the results of a technology develop
ment program. The initial experimental phase of this program 
utilizing a GE J-85-5 turbojet engine has been completed. At 
the present time it is possible to conclude the following: 

• A facility has been developed that can be used to obtain 
controlled laboratory data for the study of the influence 
of blast waves on air breathing propulsion systems. 

8 The turbojet engine used in this technology development 
program did not appear to stall or surge for over
pressures up to 
AP) = 17.2 kPa (2.5 psi) 

Blast 
Equivalent 

9 The shock-wave overpressure imposed on the compressor 
front face is not amplified as it passes through the 
compressor. 

B For turbojet engines encountering blast waves, it is 
important to consider induced vibrations in the com
pressor section. 

s At high engine speed, the turbine gas dynamics appear to 
control the response of the compressor to the imposed 
pressure pulse. 
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The Influence of Blade Number 
Ratio and Blade Row Spacing on 
Axial-Flow Compressor Stator 
Blade Dynamic Load and Stage 
Sound Pressure Level 
In axial-flow turbomachines considerable dynamic blade loads and noise 
production occur as a result of the unsteady blade row interaction between rotor 
and stator blades. This paper presents results of midspan measurements of the 
dynamic pressure distribution on the stator blade surface (fixed number of blades) 
for various rotor-blade numbers and various axial clearances between rotor and 
stator. For this purpose, one stator blade had been provided with eleven 
semiconductor pressure transducers in the midspan section. Simultaneously, the 
sound pressure level was measured at two axial distances downstream of the stator 
by four condensator microphones distributed along the circumference in each of the 
two sections and mounted flush with the wall surface. The wake-flow distribution 
downstream of the rotor could be obtained by a rotating three-hole pressure probe. 
The results of the corresponding dynamic pressure-measurements and noise 
measurements are discussed and compared with results from theory. 

Introduction 

The prediction of the unsteady flow effects is of great 
importance for axial-flow turbomachines with respect to the 
process of energy conversion, to the excitation of blade 
vibrations, to sound generation, to unsteady profile and wall 
boundary layers, to flow separation, to rotating stall, to 
compressor surge, and to the influence on the various loss 
sources in turbomachines. 

The unsteady flow components are caused by disturbances 
from inside and outside the machine. Fluctuations of the 
required mass flow and nonuniformities of the flow 
properties in the inlet and outlet cross sections may be listed in 
the category of disturbances from outside. Disturbances of 
the rotational symmetry of pressure and temperature 
distributions can propagate from the inlet to the outlet and 
are the subject of research on "flow distortion." If we 
consider the front section of the first blade row as the inlet 
section for the bladed part of the machine, the wakes from 
struts upstream of this first blade row may be regarded as 
disturbances from outside. If these wakes are still present 
when passing the first rotating blade rows, considerable 
dynamic forces may be produced on the blade surfaces. 

Even in the case of a steady inlet flow and ideal uniform 
inlet conditions in front of the first blade row, the flow field 

Contributed by the Gas Turbine Division and presented at the International 
Gas Turbine Conference and Products Show, Houston, Texas, March 9-12, 
1981, of THE AMERICAN SOCIETY OF MECHANICAL ENGINEERS. Manuscript 

received at ASME Headquarters December 10, 1980. Paper No. 81-GT-165. 

in the bladed part of the machine must become unsteady 
because of several internal disturbances. The first one results 
from the fact that the blades are moving relative to each 
other. At any time during one blade-passing period, the 
relative positions of the adjacent blades change and thus 
modify the circulation and static pressure distribution around 
the upsteam and downstream blades. According to Thom
son's law, the overall circulation around the blade and its 
wake is kept constant at any time by vortex elements of 
corresponding intensity separating from the airfoil and 
moving downstream. When the effects of fluid viscosity are 
not taken into account, the above blade-row interaction can 
be described by means of potential-theoretic prediction 
methods. The authors compared the results of several un
steady flow prediction theories according to this potential-
theoretic interaction model with their experimental values. 
Some results of this comparison are presented in this paper; 
others were published in previous contributions to this 
problem [1-6]. Among the potential-theoretic prediction 
methods investigated by the authors, the calculation ac
cording to Lienhart [7] turned out to be very precise and most 
comprehensive with respect to all effects involved in the 
potential-theoretic interaction model. 

Another interaction model considers only the downstream 
wake influence on the following blade row due to fluid 
viscosity, causing boundary layer buildup along the airfoil 
surfaces. The slower flow within these profile boundary layers 
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produces wakes within the velocity distribution behind the 
trailing edges. The shape of these wakes is narrow and deep 
immediately behind the trailing edges and gradually becomes 
broader and less deep by energy exchange with the neigh
boring jet zones of the flow. This downstream development of 
the wakes is influenced by stage geometry, aerodynamic blade 
loading, fluid viscosity, axial distance between the blade rows, 
and inlet turbulence level. The downstream decay rate of 
wakes is different for rotors and stators. The flanks of the 
wakes are asymmetric, i.e., steeper behind the pressure side of 
the blade than behind the suction side. Increasing blade 
loading by reduced flow coefficients deforms the wake shape 
in such a way that the gradient of the suction-side wake flank 
decreases and becomes very broad in the case of separated 
flow [8]. Such wakes cause large pressure fluctuations within 
the downstream blade rows. The wakes decay very slowly on 
their way downstream and are shown to exist still some blade 
rows downstream. This explains some remarkable results 
presented in this paper, namely, that wake interaction 
dominates for large axial distances of the blade rows whereas 
the potential-theoretic interaction is very strong only in case 
of very small axial gaps. As was verified by the authors, not 
only the depth and width of the wakes but also their asym
metric shape influence the dynamic blade forces and noise 
generation in the downstream blade row. Therefore, the wake 
shape, size, and frequency are necessary input quantities for 
all theoretical methods using the wake interaction model. 
Among other calculation methods involving this model, the 
authors programmed that of Henderson [9] and developed 
another one [10]. These methods were applied to the blade 
rows under consideration in this paper. 

The complex behavior of all blade-row interactions and the 
resulting total dynamic blade forces have not yet been 
described by any theory because of the very difficult nonlinear 
physical conditions involved in the unsteady complete flow. 
Besides, up to now, all theoretical approaches known to the 
authors were devised for two-dimensional unsteady flows. 
Most of the calculation methods are valid for only in
compressible unsteady flows. 

The different unsteady flow calculations involving the 
abovementioned blade-row interaction models are therefore 
approximations. It is possible to proceed this way as far as the 
validity range of each of the two models has been estimated 
before. The main criterion for that is the axial distance 

Fig. 1 Upstream part of the test-rig (meridional section) 

between the blade rows, as is shown in this paper. Eventually, 
the influence of this parameter should be checked by using 
both models. 

The knowledge of the dynamic loads on the whole blade 
surface is necessary for a stage design that is vibration proof 
and moderate in noise generation. As a matter of fact, the 
flow field over the blade height is three-dimensional with 
radial components and, often, varying airfoil geometry. In a 
compressible flow the propagation of disturbances in every 
direction, including the radial direction, has to be considered. 
Thus it is necessary to carry out three-dimensional 
calculations of the fluctuating flow field and of the dynamic 
blade loads. To the authors' knowledge, this has not been 
realized up to now. In case of axial-flow compressor blades 
with low camber, it is possible to obtain some satisfactory 
approximations by means of two-dimensional simplified 
calculation methods [11], 

The research reported here concentrated on the ex
perimental and theoretical results regarding the influence of 
some main parameters of the stage geometry, like axial 
distance between blade rows and their blade number ratio, on 
both the intensity of dynamic blade forces and the noise 
generation. 

Experimental Investigations 

Construction and Data of the Test Rig. The experiments 
were performed in a test rig as shown in Fig. 1. It consists of 
an annular inlet, 48 turnable inlet guide vanes, a wake 
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= spacing 
= period ofp(t) 
= blade speed 
= relative flow velocity 
= axial coordinate 
= circumferential coordinate 
= number of blades 
= angle of absolute flow 
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Ax = axial clearance between the 
blade rows 

p = fluid density 
X = stagger angle 

Subscripts 
1 = upstream of the rotor 
2 = downstream of the rotor 
3 = downstream of the stator 

H = trailing edge 
IGV = inlet guide vanes 

m = averaged 
min = minimum 

M = measured cascade 
N = number of measurements 

rel = relative 
R = rotor 
S = center of gravity 

Superscripts 
( ) = time-averaged 
( ) = unsteady 

634/Vol. 104, JULY 1982 Transactions of the ASME 

Downloaded 01 Jun 2010 to 171.66.16.62. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



f
stator
blDde rowRotor

position of stator blado "'Ii
during rotor wk. m«Jsur.m.nf

position of stator blalh "'Ii
for M. midspan measur.m«>t of unsf«ldy

~~_ --tt-- __static pressur.s on ffM! sfator blat»
surfa"

l1GV=48 ZR .UI1911}/UJI1 l,.,=24

Fig.4 Survey of the cascade data of rotor and stator

'----lij-----l

turnable inlet
guide vanes

Fig. 5 Principle of the rotor wake and unsteady static pressure
measurements

Figure 4 permits a survey of the cascade data of rotor and
stator. A turbocompressor set provides the continuous air
flow for the test rig. The latter was used for the investigation
of both turbine and compressor stators under the influence of
an upstream rotor that was acting as a weak turbine, and
whose main task was to produce the wakes entering the
downstream stator blading. In the case of the compressor
stator reported on in this paper, the airflow gets its moment of
momentum in front of the rotor by 48 turnable inlet guide
vanes whose wakes have almost disappeared when reaching
the leading edge of the rotor blades. The latter have the task to
produce deep and narrow wakes comparable to wake shapes
behind compressor rotors. The rotor blades therefore have
small thickness and camber. The small turning of the flow by
the rotor blades is just sufficient for achieving the desired
rotor speeds.

Figure 5 demonstrates the principle of the rotor-wake
measurement by use of the rotating probe. In the upper part
of the figure this probe can be seen as it is positioned for the
measurements between the blade rows. The lower part shows
the probe removed for the measurements of the unsteady
static pressures and their time-averaged mean values on the
stator blade. The probe has to be removed for these
measurements not only to allow the various small axial
cascade distances but also to avoid the disturbances of the
steady and unsteady flow by the presence of the probe. The
figure indicates also that the probe head position is identical
with the position of the stator-blade leading edge during blade
pressure measurements. By the way, for the wake
measurements the stator blade row was shifted as much
downstream as necessary but, nevertheless, was kept present
in order to maintain at least approximately its upstream ef
fects.

Flg.3 Rotating three·hole probe

OJ

Fig.2 Measuring blades of compressor blade row

producing rotor with various blade numbers (24, 19, 12, 4, 3,
2), and a subsequent stationary axial-flow compressor or
turbine blade row whose axial distance behind the rotor blade
trailing edge was altered in steps (3.5; 8; 20; 48 mm). The
static pressure fluctuation induced by the rotor and its wakes
on the blade surface of the stator blade row was determined
by midspan measurements on one blade provided with six
semi-conductor pressure transducers along the suction side of
the airfoil and further five transducers along the pressure side
as shown in Fig. 2. This figure also indicates the measurement
section of another blade with static pressure holes distributed
around the airfoil just in the same positions where the
semiconductor pressure transducers along the suction side of
the airfoil and further five transducers along the pressure side
between them. Due to the moderate static pressure fluc
tuations at the holes, the pneumatically measured static
pressure can be considered as the time-averaged mean value of
the local unsteady static pressure. A rotating pneumatically
measuring three-hole miniature probe behind the rotor can be
shifted circumferentially and permits the determination of the
wake shape in various axial distances from the trailing edge of
the rotor blade. The wake shape as it enters the stator blade
row is the main input data for theoretical methods predicting
the unsteady static pressure distribution on the airfoils as a
result of the downstream wake influence. Figure 3 shows this
rotating three-hole probe and its small dimensions with
respect to the measurement in the wake fields with steep
gradients.
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Fig. 6 Downstream part of the test rig (meridional section) 
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Fig. 7 Measured wakes in the flow behind the rotor at four different 
axial distances between the blade rows (24-rotor blades) 

As to the abovementioned miniature design of the rotating 
probe (see Fig. 3), the three holes were distributed to both 
ends of the probe head, two holes to one end for detecting the 
flow angle and one hole to the other for total pressure 
measurement. Both measurements could be performed in 
switching the probe by exactly 180 deg. By this construction, 
the probe head could be miniaturized to an outer diameter of 
only 0.6 mm to allow for the strong gradients in the wake 
flow. 

Figure 6 shows the meridian of cross section of the 
downstream part of the test rig. At a distance A, i.e., 227 to 
271 mm downstream the trailing edge of the stator blades, 
four condenser microphones were distributed along the 
circumference of the casing flush with the inner wall surface 
in order to measure the sound pressure level in the near-field 
parallel with the unsteady static pressure distributions on the 
stator blade surface for all the variations of rotor/stator blade 
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Fig. 8 Measured wakes in the flow behind the rotor at four different 
axial distances between the blade rows (19-rotor blades) 

ratio and axial distance of the blade rows. At each of these 
microphone positions the body sound intensity was checked 
by acceleration transducers. 

The acoustic downstream behavior was measured by 
another four microphones at a distance B (356 to 400 mm) 
farther downstream of the stator blade trailing edge. The 
measured microphone signals were evaluated by the aid of a 
two-channel frequency-analyzer. In addition to the 
representation of the frequency spectrum the correlation 
analysis between unsteady static pressure distribution on the 
blades and sound pressure level could be performed. 

Program of Experiments. The experiments under con
sideration in this paper aimed at the measurement of the 
unsteady static pressure midspan distribution around the 
airfoil of an axial-flow compressor stator blade row and 
subsequently the resulting axial and circumferential dynamic 
blade forces. Parallel to this, measurements of the down
stream sound pressure level were performed and correlated. 
These investigations were conducted to various values of the 
following essential parameters of the airflow and stage 
geometry, having strong influence on the dynamic forces: 
8 Variation of inlet flow angle 
a Variation of the axial distance between rotor and stator 
blade row (Ax= 3.5; 8; 20; and 48 mm) 
9 Variation of the rotor/stator blade ratio (zR/zM = 24/24; 
19/24; 12/24; 4/24; 3/24; 2/24) 

The last-mentioned small blade ratios have been investigated 
in order to check the intensity of the dynamic forces as,a result 
of widely spaced wakes as they correspondingly occur behind 
a small number of struts in the intake of an axial-flow tur-
bomachine. 

For each of the abovementioned variations, the authors 
measured: 
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Fig. 9 Measured wakes in the flow behind the rotor at four different 
axial distances between the blade rows (12-rotor blades) 

» The local time-averaged static pressure at 22 midspan 
positions around the airfoil (pneumatical measurements) 
» The local unsteady static pressure at 11 midspan positions 
around the airfoil (by semiconductor pressure transducers of 
the type "Kulite LQL-080-25S") 
8 The midspan rotor wake shape at the axial position of the 
stator-blade leading edge (by rotating probe) 
8 The sound pressure level downstream along the inner casing 
wall (by condenser microphones) 

Experimental Results 

The results of the rotor wake measurements are represented 
in Figs. 7, 8, and 9 for various rotor blade numbers. The 
wakes were measured at four different axial distances from 
the trailing edge of the rotor blade. In the diagrams, the 
different wake shapes correspond to different aerodynamic 
rotor blade loads in the various test cases. The wakes differ 
from each other not only by width and depth but also by 
asymmetry. This becomes especially evident for the variations 
with twelve rotor blades (Fig. 9). In the topmost part of the 
diagram, i.e., for the axial distance of Ax = 3.5 mm, the 
suction side course of the wake indicates separation. 

Figures 7 to 9 demonstrate both the course of relative and 
absolute Mach numbers along one rotor spacing. Whereas the 
absolute Mach number does not alter so much within the 
wake, one can state strong changes of the absolute flow angle 
a2 in front of the stator. For small axial distances these 
changes amount up to about 20 deg. The results also clearly 
demonstrate the wake decay with increasing axial distance 
from the rotor-blade trailing edge. Nevertheless, this decay is 
retarded with increasing axial distance since wakes keep 
existing far downstream as shown in the diagrams for Ax = 
48 mm. 

The consequences of various axial distances between the 
blade rows for the local dynamic midspan pressure differences 
can be taken from Fig. 10. There are heavy fluctuations of the 
local static pressure at the positions Dl , SI, and S2 near the 
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Fig. 10 Local dynamic midspan pressure differences at four different 
axial distances between the blade rows 

leading edge in case of short axial distances (Ax = 3.5 and 8 
mm). Figure 11 represents the influence of the blade number 
ratio on the midspan blade pressure fluctuation. The strongest 
fluctuations occur near the leading edge at the positions Dl 
and SI. They progressively increase with decreasing blade 
number ratio zRlzM. Figure 12 shows the fluctuation of the 
local pressure coefficients cp compared with the local mean 
values. Obviously, the intensity of the fluctuation increases 
with smaller axial gaps and even stronger with smaller number 
of rotor blades. 

Evaluation of the Experimental Results and Com
parison with Results from Theories 

The influence of the axial distance between the blade rows 
essentially results from: 

(a) the wakes from the upstream blade row, 
(i>) the potential-theoretic interaction of the blade rows 

moving relative to each other which results in time-dependent 
changes of the circulation round the airfoils and, con
sequently, vortex sheets leaving the trailing edges and 
propagating downstream. 

As had been shown by previous investigations of the 
authors, the abovementioned influences under (b) become 
negligibly small compared with the influence according to (a), 
if the axial distance grows over more than 10 to 20 per cent of 
the blade row width, according to the circumstances of blade 
geometry, aerodynamic load, etc. In stationary compressors, 
the axial gaps normally are of the order of 10 to 15 percent of 
the cascade width. In compressors of modern jet engines one 
finds values of about 25 percent for low-pressure stages and 
about 45 percent for high-pressure stages. Therefore, the 
wake influence is dominating in many practical designs. For 
smaller axial directions, the potential-theoretic influences 
according to (b) must not be neglected. 
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Fig. 12 Fluctuation of the local pressure coefficients cp compared 
with the local mean values 

The "stimuli" Sx and Sy which are characteristics for the 
excitation intensity of blade vibration, are plotted along the 
axial distance Ax in Fig. 13. The measured stimuli are marked 
by square, circular, and triangular symbols for the first, 
second, and third harmonic. They had been measured only in 
the stator blade row. Figure 13 also contains results from 
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Fig. 13 Computed and measured "st imul i " as a function of the axial 
distance between the blade rows 
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Fig. 14 Comparison of the potential-theoretic and wake interactions 
as a function of the axial distances between the blade rows 

theories for the purpose of comparison. The stimuli 
calculated after [7] are plotted as full lines for the first har
monic and as dashed lines for the second harmonic. This 
prediction method takes into account only potential-theoretic 
blade row interaction and does not consider the wake in
fluence. On the left of Fig. 13, there are plotted the stimuli 
due to the potential-theoretic upstream actions from stator to 
rotor which were also calculated according to [7] for the 
considered blade rows with 24 blades each..The calculations 
result in stronger potential-theoretic dynamic blade forces 
upstream from stator to rotor than downstream from rotor to 
stator. The comparison of the measured stimuli on the stator 
blades with the values from the prediction method [7] in
dicates that the potential-theoretic interaction contributes 
considerably to the actually measured forces if the axial 
distance is small, whereas for larger axial gaps (20 to 48 mm) 
this contribution becomes negligible. Obviously, the wake 
interaction is dominating in the latter region. This becomes 
evident as one examines the theoretical results of reference [9] 
that takes into account the wake influence. The results of both 
theories ([7] and [9]) are compared in Fig. 14, where the first 
harmonics of the relative fluctuating lift coefficient were 
plotted. The amplitudes of the predicted individual dynamic 
forces cannot simply be added because of the nonlinear 
connection of the physical effects. The effects by the wakes 
from the upstream cascade are superposed on those from the 
potential-theoretic interaction with a phase lag depending on 
the axial distance between the blade rows. 

Summing up, it can further be stated that within the region 
of small axial gaps a small increase of the latter leads to a 
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steep decrease of the first harmonic of dynamic forces. 
Nevertheless, within narrow sections of variation of the axial 
distance this tendency can be changed by a phase-lag between 
the abovementioned interactions. 

At the end of this section it should be pointed out that there 
is still an urgent need of experimental results in the field of 
unsteady flow measurements in real turbomachines. Among 
other recent publications to this topic there should be men
tioned [13] and [14], 

The influence of the blade-number ratio on the dynamic 
blade forces was discussed by Hort [12] as early as 1926. The 
course of the stimulus which he predicted as a function of the 
blade number ratio under simplifying assumptions is plotted 
in Fig. 15. Investigations by the authors affirm the predicted 
tendency as shown in Fig. 15 by experimental results and the 
results calculated after various theories. The absolute values 
of the stimuli do not agree as well as those shown in Fig. 15. 
The curves were shifted because of an easier comparison of 
their pattern. The stimulus drops with increasing blade 
number in the upstream blade row. There is no hint at in
creasing dynamic forces for the blade number ratio 1. 
Nevertheless, a blade number ratio of exactly 1.0 is practically 
not used because of other unfavorable aspects, as is well 
known. For example, there is no damping of blade vibration 
by the blade fixing in this case, as all the blades move with the 
same phase-lag. With that, blade-packages become inefficient 
with equal blade numbers in adjacent blade rows. Besides, 
with the same number of blades in adjacent rows the acoustics 
shows that all modes are propagating as plane waves. The cut
off frequency of a plane wave is zero, i.e., all modes can 
propagate without damping. The most intensive dynamic 
forces result from adjacent blade rows with only few blades, 

e.g., from struts. At any rate, for a conclusive decision on a 
favorable blade number ratio there must additionally be 
considered the vibration characteristics and the damping 
behavior of the integral system consisting of the blades, the 
disks, and the shaft. Besides, the blade number ratio in
fluences the noise generation. In special cases, this influence 
turns out to be different from the tendency of the generation 
of dynamic blade forces. 

Comparison of Dynamic Blade Forces and Sound 
Pressure Level 

The axial distance between the blade rows has great in
fluence on the blade-passing-frequency tones. 

Figure 16 represents the measured sound pressure level up 
to a frequency of 20,000 Hz for 24 rotor blades and a speed of 
7000 rpm. The axial distance was varied from 3.5 to 48 mm. 
Obviously, the decrease of the sound pressure level with 
increasing axial distance is much stronger in the range of 
smaller distances. This behavior is similar to that of the 
dynamic blade forces. The decrease of the sound pressure 
level with increasing axial distance between the blade rows 
depends on the wake shape, the blade number ratio, the flow 
velocity, and the geometry of the flow channel and the 
connected pipes. 

The results of measurements with 24 rotor blades are shown 
in Fig. 17. The values measured by condenser microphones at 
the downstream positions A and B (see Fig. 6) have been 
averaged along the wall circumference according to the 
formula 

kt» (1) 
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Fig. 18 Sound pressure spectrum within the range of the first blade-
passing-frequency tones 

As could be expected the level decreases downstream from A 
to B. It should be mentioned that the distance between the 
source of the noise and the microphone slightly changed 
because of the axial shifting of the stator blade row due to the 
different axial distances between the blade rows. Figure 17 
affirms the tendency of a progressive increase of the sound 
pressure level with decreasing axial distance in the range of 
small Ax-values. 

Thus, taking into account the behavior of both unsteady 
blade forces and sound pressure level and also considering the 
need of a short stage length in multi-stage machines, a 
compromising solution of all problems seems achievable by 
avoiding only too narrow axial distances between the blade 
rows. 

From the measurements cited above, the following 
correlations between noise generation and axial distance 
between the blade rows can be explained: As the velocity 
profile of the rotor downstream flow has strong gradients 
close to the trailing edge, the Fourier analysis shows many 
high-frequency components. With increasing axial distance, 
the wake shape flattens until only the first harmonic com
ponent is still of importance. From this it can be concluded 
that in particular the high-frequency blade passing tones will 
diminish with increasing axial distance. 

The blade-passing-frequency tones do not consist of pure 
tones. The exact control of the sound spectrum within the 
range of the first harmonic of blade-passing tones is 
demonstrated in Fig. 18, which shows that the single top 
values of compressor noise occur within a certain frequency 
range and, consequently, are not discrete tones. This effect is 
caused by the cyclic change in the rotor downstream flow due 
to deviations of the rotor blade geometry and rotor channel 
flow. By inaccurate fabrication, e.g., errors in constant blade 
spacings, the sound spectrum is enhanced by quite a number 
of corresponding effects both in the local measurements of 
the unsteady pressure on the blade surface and in the results 
of microphone measurements at the downstream positions A 
andB. 

According to equation 

m = k>zR-\'7,M (2) 

the occurring modes are determined by the rotor and stator 
blade numbers z.R and zM. Their influence is also valid for the 
intensity and the damping. Figure 19 represents the frequency 
analysis of sound pressure for three different rotor blade 
numbers (z.R = 24; 19; 12) at an axial distance of Ax = 20 mm 
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Fig. 19 Measured sound pressure level for three different rotor blade 
numbers 

between the blade rows. For the same case, Fig. 20 compares 
the various sound pressure levels with the correspondent 
harmonics of the axial and circumferential dynamic blade 
forces Fa' and Fu ' . Whereas the first and second harmonics 
of these forces progressively increase with decreasing rotor 
blade number, the theoretically well known cut-off effect was 
affirmed by the measurement with rotor blade number z,R — 
12. The first harmonics of the blade passing tones (1400 Hz) 
do not generate any mode that is able to propagate, i.e. all 
modes existing in the near-field are exponentially damped so 
that they cannot propagate in the axial direction. From Fig. 
20 it becomes evident that the first harmonics of the unsteady 
forces (1400 Hz) have grown enormously whereas the 
corresponding sound pressure level almost completely 
disappears in the broad band noise (see also Fig. 19). In order 
to obtain a rather large frequency range in which the 
propagation of sound pressure is being damped, the dif
ference of the blade numbers of rotor and stator should be 
large. 

This statement is in contradiction to the development of the 
unsteady blade forces described before. As a matter of fact, 
the sound pressure level generated by the unsteady forces 
close to the source is much higher for the blade number ratio 
zR/zk 12/24 than for the ratios 19/24 and 24/24, but due 
to the cut-off effect is is so intensively damped that it is no 
longer existent at an axial distance of 396 mm downstream of 
the trailing edge of the stator blades. 

Conclusions 

The dynamic blade forces due to potential-theoretic blade-
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row interaction are of the same order of magnitude as the 
forces due to wake-flow interaction if the axial distance 
between the blade rows is very small. But, the pressure 
fluctuations as a result of potential-theoretic interactions 
decrease much faster as the distance Ax increases than those 
due to wake-flow. For axial distances of about half the width 
of the following blade row both theoretical and experimental 
investigations resulted in the statement that the ratio of 
dynamic blade forces due to the two effects is of the order of 
10:1 or more, i.e., prediction methods considering only the 
wake influence obtain results close to experimental values. 
Within the range of very small axial distances where both 
influences are of the same order, in all cases under con
sideration the measured values of the forces were larger than 
the calculated partial values for each of the two influences. A 
mere addition of the partial values would lead to the 
prediction of too large forces and would not be correct 
because of the nonlinear conditions. 

Among the numerous causes of noise generation in axial-

flow turbomachines the influence of both axial distance 
between the blade rows and blade number ratio has been 
investigated by variation of these parameters. It became 
evident that the discrete tones level can be reduced con
siderably by only slight increases of the axial gap within the 
range of small axial distances of the blade rows. As a matter 
of fact, the wake shape influences the intensity of the various 
harmonics. 

The theoretical prediction of the cut-off effect could be 
proved experimentally. By choosing suitable blade number 
ratios, this effect can be used for the reduction of certain 
discrete blade-passing-frequency tones. 

The sound generation by unsteady flow effects and the 
propagation of sound inside and outside the compressor can 
be predicted from solutions of the unhomogeneous wave 
equation. With that the influence of the compressor-channel 
geometry on the sound propagation must not be neglected. 
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Application of Lifting Line Theory 
to Streamsurface Theory in 
Subsonic Flow 
The paper shows that the streamsurface theory does not take account of the effect 
of the trailing vorticity on the performance of a subsonic rotor. Based on the S2-
streamsurface, an equation for the perturbations in velocity induced by the trailing 
vorticity is derived. Numerical examples for the change in the total pressure behind 
an annular rotating cascade in a circumferentially sinusoidal inlet flow are given in 
the assumptions of lifting line theory. The results agree quite well with Henderson's 
data. Also, the calculated results are given for the conditions of nonuniform cir
culation along the span. Compared with existing results, the results of the present 
paper are reasonable. The conclusion is that the perturbation equation presented 
can be applied as an additional consideration when the design is based on the 
streamsurface theory. 

Introduction 

The flow in axial turbomachinery is complicated because of 
unsteady flow, with rotation due to the fluid viscosity and 
twisted passage. Many analyses have been carried out in order 
to meet the demands of design and testing. Streamsurface 
theory [1] is one of the better and earlier analyses, which can 
describe the three-dimensional ideal flow in turbomachinery 
with great accuracy. Of course, there still are some problems 
left to be solved, for example, the variation of vortex strength 
trailing along the mean streamsurface, the trailing vorticity 
shed from the trailing edges of blades, wake flow passing 
through the blade row, and so on. These kinds of physical 
phenomena, like the sources of disturbance in the field, 
frequently make the flow field depart from one calculated by 
stream-surface theory. Such a disturbance field is usually 
called a secondary flow field. 

The theory of shear flow which can describe secondary flow 
in turbomachinery has been reviewed in reference [2]. 
Reference [3] has reviewed the achievements of theory, ex
periment and application of secondary flow in tur
bomachinery aerodynamics. Recently, references [15, 16, and 
17] make good steps to describe the behaviour of secondary 
flow in highly loaded axial turbomachines. Reference [18] 
works out the approach with inlet shear flow. These papers 
present the methods which describe the behavior of secondary 
flow. The purpose of the present paper is to explore a way to 
deal with the secondary flow problems of large shear and 
large disturbance by applying the methods presented in the 
theory of shear flow to streamsurface theory. Following the 
approach used in secondary flow theory, the flow field in the 
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present analysis will be divided into two parts: primary flow 
and disturbance flow. Flow calculated by the S2-mean 
streamsurface will be selected as primary flow. Since 
streamsurface theory describes a three-dimensional rotational 
flow field, no restrictions of flow behavior, such as blade 
loading (disturbance level) and flow swirl, are imposed. On 
the other hand, it will be shown that streamsurface theory 
does not account for the effect of secondary flow induced by 
secondary vorticity. Hence, a disturbance flow will be added 
to modify the primary flow. The modified flow will finally be 
regarded as a real physical flow. 

Selection and Standardization of Primary Flow 

Streamsurface theory presents a method which divides a 
three dimensional flow problem into two two-dimensional 
flow problems, i.e., using the iterative approach with two 
kinds of streamsurfaces, S{ and S2, to obtain a three 
dimensional flow field. Each streamsurface is mathematically 
a two-dimensional space, and is rather convenient for 
calculation. The S2-mean streamsurface has a shape given 
approximately by the camber surface of the blade. The flow 
lying in the S2-mean streamsurface is naturally selected as the 
primary flow. The primary flow is assigned to have an 
irrotational character for convenience. Obviously, the 
physical flow mentioned in the foregoing does not meet this 
requirement. To do so, a new flow field which has the main 
characteristics of the physical flow calculated by the S2-
stream surface theory is introduced. 

First, we introduce nonorthogonal curvilinear coordinates 
on the S2-mean streamsurface (Fig. 1). The definitions and 
relationships between various vectors are put in the Appendix. 
Then the new flow field (i.e., the transformed flow field) W0 

is related to the physical one by the definition 

W0 =BW= W„r+ Wmz+ Weo$= WroR+ WZ0Z (1) 
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Fig. 1 Vectors on S2-streamsurface 

where W is the physical flow field in the S2-mean stream-
surface, the quantities Wro = BWr, Weo = BW6, Wzo = 
BWZ are the velocity components in the cylindrical coor
dinates (r, d, z) respectively, the quantity rb is the thickness of 
the S2-mean stream-surface sheet, the sets of vectors R, Z, 
(H) and r, z, n are reciprocal vectors (see the Appendix). 

According to (35) in the Appendix, the transformed flow 
field W0 satisfies the continuity equation under steady 
conditions: 

./drbpW, drbpWz 

V ' p f f , = « i / i : i ( — - „ — - + dr dz 
) - . (2) 

Because V'pW0 = BV-pW + pfV'VB = 0 and V-pW = 
0, it follows that 

i.e., B is constant along a streamline. The significance of the 
factor B is that the flow field can become an "axisymmetnc" 
flow field in the nonorthogonal coordinates (R, Z, @). 
Meanwhile, the ratio of streamsurface sheet drickness of the 
field W, b/bd is equal to that of the field W0 and n> W = 
n . WD = 0. 

Defining a transformed density p' = B~2p, the continuity 
equation (2) can be rewritten in the following form 

Wn=0 

The steady momentum equation for W0 is 

-W0x{VxWo+2uo) = 
- 1 

V / > - - v W 2 + «§r 

(4) 

(5) 

W'VB = 0 (3) 

where S0 = Bw. Comparing (5) with the momentum equation 
for W, it can be concluded that the two flow fields have the 
same streamline patterns and same pressure distribution, 
according to Munk and Prim's principle [13]. 

We now only consider the flow in the S2-mean stream-
surface. Using (36) in the Appendix, the curl of W0 can be 
expressed by 

- 1 (bW,0 dWro\ 
VXW0=~(~^-- —-)n (6) 

ne \ dr dz > 

The expression (6) indicates that the curl of W0 on the S2-
mean streamsurface has only one component in the normal 
direction to the streamsurface, n. This is because the field Wn 

is of the "axisymmetnc" character in the coordinates (R, Z, 
(H)), and W0 has no velocity component in the n direction. 

We now check if the expression (6) can remain constant 
along a streamline on the S2-mean streamsurface. Because we 
are interested in the effects of shearing and disturbance of 
flow we will temporarily neglect the effects of the angular 
velocity 3 and compressibility, i.e., we will assume that 
W0'W p = 0. Taking the curl of both sides of the equation (5) 
under the conditions that the density p is a function of 
pressureP only and 3 = 0, and allowing for the V'plV0 = 0 
and («• V) W0 = 0 on the S2-mean stream surface, we obtain 

( ^ o - V ) ( V x ^ o ) = 0 (7) 

N o m e n c l a t u r e 
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Po 
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velocity singularity 
nebrpzl 
angular thickness of S2-stream sheet 
vector 
vector having the unit of force per unit mass of 
fluid 
perturbation of the F 
F + AF 
rh/r, 
stagnation rothalpy 
unit vector in x direction 

unit vector in Y direction 
unit vector normal to the (x,y) plane 
Mach number 

(i)* 'dsy 

number of blades 
integer ( ± ) 
unit vector normal to the S2 -streamsurface 
stagnation pressure 
static pressure 
unperturbed static pressure 

Ap = perturbation of the p 
q = quantity on the S2 -streamsurface 
R = r-(nr/n„)e 
r = unit vector in the radial direction 
r = radial distance 
f = r/r, 
S = variable in the non-orthogonal coordinates 

Si = relative stream surface passing through fluid 
particles lying on a circular arc upstream of or 
somewhere inside blade row 

S2 = relative stream surface passing through fluid 
particles lying on a radial line upstream of or 
somewhere inside blade row 

s = entropy per unit mass 
T = static temperature 
t = blade spacing 

V = velocity of blade 
V = absolute velocity of fluid 

v' = absolute perturbation velocity 
v" = induced velocity on the blades 
W = unperturbed relative velocity 
w = relative perturbation velocity 
W = W + w 
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which indicates that the strength of the relative vorticity V x 
W0 is constant along a streamline on the S2-mean stream-
surface. For convenience, we will assume that the V x W0 = 
0 in the following analysis. Then 

VxtV=iVxv In B*0 (8) 

The expression (8) indicates that the physical flow is 
rotational. 

The expression of secondary vorticity of the steady flow 
field W0 can be found in reference. [2]: 

pWn 
, v w 

Wi ° 

x vs* v W0 x ( v x W„) • (9) 
T 

w\ ••" - ' wi 

As in previous treatments, when all parametes, W„, I0, T, 
s, in the field W„ are taken from the S2-mean streamsurface, 
the scalar triple products W0 x V/„ • V(l/W^) and W0 x 
Vs-V (T/Wl) become zero. Now only the third term, 
containing the angular velocity CJ, is left. As pointed out 
previously, V x W„ = constant along a S2-stream filament 
(or along a streamline on the S2-streamsurface), therefore the 
term W„ x (V X W„) •(2w0/ Wl) is constant along the 
streamline. The fact that the rate of change of secondary 
vorticity along the streamline is constant indicates that there is 
no secondary vorticity caused directly by W0. When u> = 0 or 
V x Wn = 0, this is particularly true. It leads to the con
clusion that the S2-streamsurface itself does not contain 
secondary vorticity. In other words, neither the velocity field 
W„ nor W, calculated by streamsurface theory, takes account 
of the existence of secondary vorticity. 

The streamsurface theory, as stated previously in (8), is able 
to describe a physical velocity field iVwith rotation, but it can 
not allow for the effects of existing secondary vorticity. 

Because the transformed field W0 is the type V x W0 = 
constant or zero along a streamline in the S2-mean stream-
surface, it displays a two-dimensional flow pattern on that 
streamsurface. Thus, the flow W0 in the S2-mean stream-
surface will be selected as a primary flow on which to base the 
modification of secondary flow. 

Generalized Perturbation Equations 

We consider an adiabatic and reversible, i.e., isentropic, 
flow (DS/DT) = 0. This also implies that density p is a func
tion of pressure P only, that the circulation along a streamline 
is constant, (DT/DT) = 0, and that the blade force F acting on 
the fluid is perpendicular to the streamline, F« W = 0. In 
order to make the equations linearized, further assumptions 
are needed besides those mentioned in the foregoing, namely, 
(0 the primary flow is steady, is of unit order of magnitude, 
o(l), and the secondary flow or perturbation is allowed to be 
unsteady, and of small order of magnitude, o(e), where e < < 
1. From the linearized point of view, all terms of order e2 and 
greater would be omitted in deriving the final equation and 
(ii) if the inlet flow is nonuniform in the normal direction to 
the streamsurface, n, it will be assumed that the amplitude of 
nonuniformity is small compared with the mean value, i.e., of 
order e. The exit flow from a blade row upstream can be 
regarded as a nonuniform flow due to the viscous wakes, 
which is an example of circumferential nonuniformity with 
periodicity. 
_ Based on assumption (1), we can define a new velocity field 

Wn 

Wo= (Wro + wro)R+ (Wz0 + wZ0)Z+A0( (10) 

Applying expression (10) to the continuity equation, after 
some simplification, we obtain 

drbpwr drbpwz 

dr dz 

dp dA 
— +p 
dr dS/ 

mJ (11) 

where wro = Bwr, wzo = Bwz are perturbation velocity 
components. The quantity Aa represents a singularity of 
order e introduced to allow for the effects of perturbation lift, 
designated by AF„. It will be seen that wro and wzo involve 
discontinuities related to the singularity^,,. 

To solve the perturbation field, as an approximate ap
proach, we define a mass flow potential of pwn (12), </>, 

d<t> d(f> 
— =pbwr, —=pbwz 
Br dz 

(12) 

Nomenclature (cont.) 

X,Y = 

x,y = 
z = 
z = 
z = 
a. = 
0 = 
13 = 
f = 

At" = 
f' = 
5 = 

4~= 
e = 

A = 

X2 = 

P- = 

i = 
•K = 

P = 

cartesian coordinates relative to moving blade 
system (see Fig. 3) 
cartesian coordinates (see Fig. 3) 
z-(nz/ne)d 
axial distance 
unit vector in the axial direction 
/3 + Y, angle y angle between Kand W 
stagger angle 
air inlet angle 
circulation 
perturbation of the f 
f"+ Af" 
Dirac's delta function 
small quantity 
{\/ne)B 
unit vector in the circumferential direction 
instantaneous angular velocity 

1 -M\ 
frequency 
distance along a streamline on S2 -streamsurface 
Pi 
fluid density 

transformed density 
time coordinate 
mass flow potential of the pw„ 

CO = 

Q = 
§ = 

K = 

ibscripts 
d = 
h = 
/ = 

m = 
n = 
o = 
Q = 
r = 
t = 

X = 
x = 
z = 
e = 

— 00 = 

00 = 

angular velocity ot blade 
V X W0 + 2co0, absolute vorticity 
partial derivative following stream surface 
/it/cos alWom 

reference 
hub 
image part of the function 
mean 
normal to the S2 -streamsurface 
transformed flow 
quasi-state 
radial component, or real part of the function 
tip 
component in the X direction 
component in the x direction 
axial component 
circumferential component 
far upstream 
far downstream 
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(a) (b) 

Fig. 2 Bound vortices and trailing vortices 

Substi tut ing (12) into (11), the continuity equat ion becomes 

r dr \ d<t>y dz dz' ner 

dp dA 0 

~d~r+P'dS/m. 
(13) 

The next step is to study Euler ' s m o m e n t u m equat ion . 
Before proceeding to it, it is useful to establish a physical 
picture. We regard a blade as an S 2 -mean streamsurface. The 
blade will be replaced by a vorticity distr ibution, composed of 
an infinite number of discrete bound vortices in the spanwise 
direction. Every bound vortex in the distr ibution represents 
an elemental blade made up from the cont inuous distr ibution 
of vorticity along the chord. The profile of the elemental 
blade is constructed by the intersection of the S 2 -mean 
streamsurface with the ^ -streamsurface. Every bound vortex 
will produce a per turba t ion potential when it moves in space. 
Assume that an instantaneous mot ion of the bound vortex 
persists forever. Such a mot ion is called a quasi-steady 
mot ion . Hence, it can be said that every profile of the blade 
section, like an airfoil section, moves forward in the uniform 
flow field at a given instant . On the other hand, the rotat ing 
blade encounters fluctuations when the flow in the azimuthal 
direction is nonun i fo rm. It means that the mot ion should be 
the resultant of an infinite number of different quasi-steady 
si tuations, caused by a so-called " impulse fo rce . " Finally, the 
behaviour of a real flow can be regarded as the mot ion found 
by adding up the infinite numbers of quasi-steady mot ions 
performed by the infinite numbers of discrete bound vortices 
accompanying the trailing vortices that are shed from the 
blades over an infinite number of instants . Figure 2 
demonstrates the main aspects of the physical model at a 
given instant . 

Based on the model mentioned above, and taking the origin 
of coordinates on the section of the elemental blade, Euler ' s 
m o m e n t u m equat ion becomes 

DWU - 1 _ - ^ = - v P - o ) „ x r „ - F „ (14) 
DT p 

where F0 is the blade force acting on a unit mass of fluid in 
the W0 field^ F0 = F0 + AF. The quantity F0 is the blade 
force in the W0 field, which is proportional to the undisturbed 
strength of the vorticity [7] [8], fqo, F 0 = fq0 x W0. The 
quantity f q0 has the dimensions of circulation per unit area of 
the vortex. The quantity AF is the perturbation of the blade 
force. Since the disturbance field W0_cannqt caus_e a net 
change in the blade force [6], AF = (Ar,„ + A) x W„. The 
quantity AYqo = Yqo — fqo is the perturbation of fq0 and A 
is the instantaneous angular velocity caused by the cir
cumferential nonuniform flow through which the blade 
passes. It has the dimensions of circulation per area, and is a 
source of fluctuations on the blade. If A = 0, the blade row 

will move in a circumferentially uniform flow, ^nd the 
fluctuating blade force will disappear. The quantity Tqo is the 
circulation per area in the W0 field. The static pressure P can 
also be divided into two parts: unperturbed p and per
turbation Ap. Concerning the density p, assume that the 
perturbation of density is of order e2 due to using the 
definition of the mass flow potential, 0, which has allowed 
for the effects of compressibility on the primary flow. It will 
be omitted in the following analysis. Then applying the ap
proach adopted in reference [4], we obtain 

(— + H V v ) w 0 = - ^ V ( A p ) - ( v v 0 . V ) H / 0 (15) 

which applies throughout the flow except where there are 
singularities. The equation 

(~ + W0*^A0 = -A¥-(A0.V)W0 (16) 

represents the effects of the singularities A 0 . 
The quant i ty (A0> V ) W0 = 0 when A 0 = A0n and the 

values of W0 are taken from the ^ - s t r e a m s u r f a c e . The 
component of the equat ion (16) in the n direction is 

(YT + W0'V)AO = -AF„ . ( 1 7 ) 

(fr + *-'V) 
dA„ dAF„ 

(18) 
dS/m dS/M 

where the latter equat ion (18) is obtained by differentiation of 
equat ion (17) with respect to the variable S. Integrating 
equat ions (17) and (18) along a streamline £ of WB under 
steady condi t ion, we obtain 

A 0 = - \ —^nd^ (19) 
hd w0 

dA0 = r 

dS/m J 

1 dAF, 
-dt (20) 

dS/m J«rf W0 dS/m 

Substi tuting expression (20) into (13) and translat ing it into 
cylindrical coordinates , we obta in 

V2</> 
+ p f f 1 dAFn = -1 
n„r J 

frf W0 dS/m 
dt (21) 

The expression (13) is a generalized per turbat ion equat ion 
with the equat ions (17) and (18) based on the S 2 -mean 
streamsurface, which describes the distr ibution of secondary 
flow. Obviously, there are no restrictions on quanti t ies, such 
as the loading on the blades and the rotat ion of the inlet flow. 
The effects of blade loading and the rota t ion of the inlet flow 
on the distr ibution of secondary flow are reflected in the 
thickness of the streamsurface sheet, b. The effects of 
compressibili ty of the flow could also be accounted for by the 
local distr ibution of density p which is submerged in the 
definition of the potential </>. 

Small Circumferential Shear Flow 

As an applicat ion of the equat ions mentioned in the 
preceding section, an interesting example is to study the 
behavior of the wake flow exiting from a blade row ups t ream 
and passing through a blade row downst ream. This is an 
unsteady flow. To simplify the problem, at tent ion will be 
restricted to two-dimensional incompressible flow. Assuming 
that the incoming flow is circumferentially of sinusoidal 
shape, that the ampl i tude of the sinusoidal flow, v', is of 
order e, and that the blade load is slight, then, the trailing 
vorticity shed from the blades may be considered to lie in the 
chordwise direction and to be t ranspor ted at a speed equal to 
the mean velocity between inlet and exit of the blade. Ac-
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Vn 

Fig. 3 Coordinate systems of flow field with fluctuation 

cording to the assumptions, the blades are regarded as lifting 
lines. The relative position between the lifting lines and in
coming flow is shown in Fig. 3. The equations in the previous 
section can be written as follows: "\ 

d<j> d<t> 

dX x 3Y 

V2</>= - V-A0 

( d d 
) V 0 = ( 

d d 
)A0--

1 
V(Ap) 

a d \ -
- + WXo^)v-A0 = -V.(AF) 

(22) 

which are similar to the equations from reference [4]. Hence, 
the expression for the stagnation pressure P0 is 

1 d<j> 
Po=P+^P Vxo +pVxo—+p VX0\>A0 

after assuming that all disturbances vanish far upstream, i.e., 
0_„ = 0 at x = — oo. Integrating (22) along a streamline, the 
change in stagnation pressure P„ across the rotor is obtained 
as: 

= Vr, 
d<t> 

(23) 

The source of impulse inducing the fluctuating lift is of the 
form A = v'/i sin2(a — /3)e,w,k in this case, where k is a unit 
vector perpendicular to the plane (x,y). The incidence angle 
varies due to nonuniform flow in the circumferential direc
tion. This leads to the production of trailing vorticity. 
Reference [5] shows the expression of singularities Aa at x = 

Fig. 4 Blade row and duct 
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Fig.5 Distributions of rq withp6?;1 

has been plotted in Fig. 6. The parameters R and dst are the 
expressions in Weinig's cascade theory (see reference [12]), 
and J{ (K) and Nx (K) are the usual Bessel functions. 

Applying (24) to (23), and noting that the potential 4>a is a 
periodic function with period (t/U), the time-mean stagnation 
pressure change across such a rotor is 

APOO0 U 
— ^ = - v'sm(u-(3)Q(K,t,(3) 

P t 

-i^[y + nl sin Q sin(q — 0)1 (25) 

(24) 
where (3 is the stagger angle, K = /j.U cos a/Wom, s(K) = 
sr{K) + iSj(K) relates to the Theodorsen function [14]. It 

We are interested in the amplitude of the time-mean 
stagnation pressure changes. Calculations have been done 
under the conditions of the stagger angle 0 = air inlet angle /3 
= 45 deg, Va = U, and t = 0.676, 1.353. The results of the 
calculations are given in Table 1. Also, Henderson's results 
[9] are quoted in Table 1 for comparison. 

Taking account of uncertainty in the unsteady motion, the 
present results are rather satisfactory. 
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Table 1 
changes 

Comparison of time-mean stagnation pressure 

t 

0.676 
0.676 
0.676 
0.676 
0.676 
0.676 
0.676 
1.353 
1.353 
1.353 
1.353 
1.353 

K 

0.272 
0.542 
0.804 
0.817 
1.082 
1.365 
1.642 
0.275 
0.542 
0.822 
1.368 
1.655 

v' 
(m/s) 

1.48 
1.40 
1.48 
1.37 
1.37 
1.26 
1.44 
1.45 
1.33 
1.37 
1.24 
1.42 

V0 
(m/s) 

21.66 
22.77 
21.47 
21.45 
22.58 
22.81 
22.21 
21.70 
22.77 
21.49 
22.81 
22.19 

AP0,» 

1 i 

0.1409 
0.1372 
0.1117 
0.1041 
0.0954 
0.0847 
0.0978 
0.0853 
0.0620 
0.0617 
0.0493 
0.0557 

A^o,» 

in [9] 

0.0965 
0.0860 
0.1075 
0.1140 
0.1055 
0.0820 
0.1030 
0.0720 
0.0623 
0.0755 
0.0583 
0.0555 

Nonuniform Circulation Along the Span 

Another application of equation (13) or (21) is to calculate 
the effects of nonuniform circulation along the span. The 
assumptions of lifting line theory are still adopted. We 
consider the flow in an annular duct (Fig. 4), and assume that 
the incoming flow is uniform both in the radial and azimuthal 
directions. The perturbation of lift is only caused by the 
trailing vortices originating from the nonuniform circulation 
along the span 

AFn=ATqoW05(S) E *(i-^r») (26) 

where 5 is Dirac's delta function. Using the following 
boundary conditions: (/) the normal perturbation velocities 
are equal to zero at the tip rt and hub rh of the duct; 
(/;') there are periodic changes in the parameters in the 
circumferential direction; (Hi) all disturbances of the axial 
velocities wz vanish far upstream, i.e., at z = — °°; (ii>) there 
are no sources and sinks of mass flow at any section per
pendicular to the z axis; (v) both the potential and the axial 
velocity wz are continuous at z = 0, i.e., at the location of the 
blade row, then equation (21) with the expression (26) gives 
the solution of the induced velocity on the blades [ 11 ], v": 

1 r sin2;8 2 I f 1 
V 
~W 2W, 

Npbf; 

°° 1 
(27) 

Adding the induced velocity of the primary flow, the ex
pression (27) becomes 

v" 2W,t\ 

W 1 

where 

K,,=KnN(nNr): 

sin2/3 2 1 

~JT T^h1 p~b 7b^pbfT"df-^rb^A Npb , f , 

(28) 

K' (f,)!' (fh)K(f) -K' (f,)K' (fh)I(f) 

K'(f,)I'(rh)-K'{fh)r(ft) 

f f< df 
J fh dr 

| r(f,)K'(fh)i{f) -r(f,)r(fh)K(r) 
K'(f,)r(fh)-K'(fh)r{f,) 

fv df r r df 
fK' (f) ~df+I(f) fK' (f) ~df-K(f) 

Jfh dr Jn, dr 

\ 

<rh 

rl (r) —dr 
fh dr 

where 1(f) = I„N(nNf), K(f) = KnN (nNf) are the modified 
Bessel functions of the first and second kind, and we have 
used the notion I'(f) = (d/df)InN(nNf), K'(f) = 
(d/df)KnN (nNf). Each K„ (f) depends on the blade number 
N through its appearance both in the order and the argument 
of the Bessel functions. The quanti ty/ = NpbATq. Formula 
(28) has the same form as formula (13) in reference [10]. In 
particular, they are exactly the same for pb = 1 and AT, = r , 
in (28). The third term in (28) represents the effects of the 
trailing vorticity. As stated in reference [10], its effects are 
small and mainly appear at the outer and inner regions of the 
duct. The case pb ^ 1 represents the effects of the blade load 
and rotation in flow. Figure 5 plots the distribution of Tq, pb 
7t 1 for N = 40, Mz = 0.5 and M, = 0.9. In order to make 
the value for Kn(nNf) finite at the hub and tip, we set up df/df 
= 0 at the hub and tip by using the approach in reference [10]. 
Obviously, pb ^ 1 plays a role of redistributing the cir
culation along the span. The effects of pb > 1 are opposite to 
the effects of pb < 1. This example indicates numerically that 
the streamsurface theory does not account for the effects of 
the existing secondary flow. 

Summary and Conclusions 

The fact that streamsurface theory for adiabatic and 
isentropic flow does not account for the effects of secondary 
flow has been demonstrated by applying the theory of shear 
flow to the streamsurface theory. A set of generalized per
turbation equations describing the secondary flow field in an 
axial turbomachine has been developed, based on the S2-mean 
streamsurface. The equations include the effects of com
pressibility by variations in the local density. This treatment is 
different from some existing linearized theories which account 
for the effects of compressibility by the Mach number far 
upstream, for example, in reference [10]. Reference [19] 
suggests using a given mean Mach number between the inlet 
and exit of the blade. The equations do not differentiate 
whether the flow is rotational or irrotational, or which shape 
of blade is used, since they introduce the streamsurface sheet 
thickness b. 

Two numerical examples have been completed. It is 
worthwhile to note that the set of generalized perturbation 
equations of the present paper can not only describe the 
existing perturbation phenomena relative to secondary 
vorticity, but can also describe more complex flows. 
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where the quantity q is considered on the S2-streamsurface as 
a function of r and z. Using (29), the operator V can be 
written as 

d -d „ d 

dr rdd dz 

d d d . 
= r — - + z — + n '(30) 

dr dz dS/m ' 

dr dz 

where r, 6, z are unit vectors in cylindrical coordinates (r, 6, z) 
respectively, and d/dr and d/dz, as stated in reference [1], are 
derivatives with respect to r and z on S2-streamsurface, 
respectively. The quantity d/dS/m is a derivative with respect 
to S in the n direction. Since 

dS _ dS nr dS 

dr dr ne rdd 

dS _ dS nz dS _ 

dz dz ne rdd 

(31) 

then r, z, S/m are three independent variables in non-
orthogonal curvilinear coordinates built on the S2-
streamsurface. Define the sets of vectors R, Z, (H) and r, z, n, 
which are called reciprocal vectors 

R = r-

Z=z 

® 

nr ~ 
— e 

n, -

1 -

(32) 

A P P E N D I X 

Some relationships given in reference. [1] are quoted as 
follows: 

S[r,z,6(r,z)]=0 

dS dS , dS ,„ n 
— dr + — dz+-~rdd = 0 
dr dz rdd 

\ 

\ = nrt + ne0 
nr ne 

dS n0 

dr rdd 

±nzz 
nz 

dS 

dz 

1 
m 

"J( •°
s)\(J>l)'+(f)' dr) ' \rddl ' \dzj 

n-Wo=0 or n rW ro + n z W z o + n 9 W e o = 0 

nrdr+ nerdd + nzdz = 0 

dq dq nr dq 

dr dr ne rdd 

dq dq n7 dq 

dz dz n„ rdd 

(29) 

The sets of reciprocal vectors have the following properties: 

fR = z*Z=® T i = l 

R-z = R-n = Z'T = Z-n=@ T = @ -Z = 0 

j f = J^L : z= - !^L 
r»zXn r«zxn 

r x z 

r-zxn 

Zx(§ (§) xR RxZ 

" " ^ R-Zx© - ~ <? R>Zx 

r«zxn= - « „ ; R>Zx 

R-Zxi 

(33) 

«e 

We can find from (33) that vectors R a n d Z lie on the S2-
stream surface. Define a vector field C which is expressed in 
terms of reciprocal vectors as 

C = CrR + CzZ + C„( 

= Cr?+Czz + C"n 

(34) 

648/Vol. 104, JULY 1982 Transactions of the ASME 

Downloaded 01 Jun 2010 to 171.66.16.62. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm

file:///rddl


The divergence of C can be expressed in nonorthogonal _, - I f / dC„ \ . / 8C„ \ >. 
curvilinear coordinates as V X C = ^ " K ^ - » • VCJ / -+ (n . v C r - — )z 

v'c=n^7~ + ^ r ~ + i^rJ (35) Var dzJ1 iy dz ds/mJ 

The divergence of C can be expressed in nonorthogonal „ w i r , - 1 [ (dC„ _ „ ^ \ . , /_ ^ ^ 3C, 

/acv acr\ i r/dc dc 
9 I n ^ + "" " 

3z dS/m 
/ ac _ a"c" \ / dci do \ ^ n 

The curl of C can be expressed in nonorthogonal curvilinear \ dS/m aT / \ ~dr ~dz / J ' 
coordinates as 

(36) 

It can be seen that n-Vg = 0 if only the flow in the S2-
streamsurface is considered and n»W = 0 is applied. 
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An Inverse Time Marching Method 
for the Definition of Cascade 
Geometry 
The article describes a so-called "inverse mode" calculation method, providing the 
geometry of a cascade corresponding to a given velocity distribution, and gives 
some examples of application. The velocity distribution may be assigned over the 
whole of the suction and pressure sides or over only a part of them, the remaining 
parts being already known. The closure condition of the profile is ensured by an 
iterative process on the solidity of the cascade. A second version allows the 
definition of the geometry of a profile with a given thickness evolution law and as 
assigned velocity distribution on the suction side. The method makes use of a 
pseudo-unsteady calculation, enabling one to treat the case of flows with shock 
waves in a two-dimensional stream with possible variations of cross section. This 
flexibility of use confers to the method a wide field of application, covering all 
possible configurations of flow in turbine and compressor cascades. 

1 Introduction 

1.1 Purpose of the Study. Improvement of the 
aerodynamic performance of turbomachines involves the 
mastering of the velocity distributions over the blading walls. 

It is well known that it is the importance of the viscous 
zones and the intensity of the shock waves that condition the 
efficiency of a stage of compressor or turbine: the boundary 
layers developing along a wall have a strong tendency to 
thicken, even to separate, as soon as the flow is slowed down, 
particularly under the effect of a shock wave. If then we want 
to improve the blading performance, it is necessary to look 
for the wall geometric shape implying a velocity distribution 
minimizing shock wave intensities and viscous effects. 

Such a research can be carried out iteratively by 
modification of the wall and successive direct calculations; 
but this process is long and does not always lead to the ex
pected result, although the problem still remains of the 
existence of a better profile. 

It is, on the other hand, much more fruitful to use an in
verse method in which we start from a pressure distribution, 
given on both the suction and pressure sides so as to minimize 
the importance of the boundary layers, the blade geometry 
resulting from the calculations. It should however be noted 
that this geometry may not correspond to a realistic con
figuration: too thin profile, or even negative thicknesses or 
not meeting the technological requirements as regards size; 
but in this case it will be proved that the expected velocity 
distribution is impossible to obtain. 
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We shall then use a semi-inverse solution, which determines 
the geometry of a blading with a given thickness evolution law 
and a pressure distribution assigned only on the suction side. 

It is for these various reasons that ONERA developed an 
inverse calculation method as general as possible, taking 
account in particular of the presence of shock waves. 

The principle of this method, and a few examples of ap
plication, are the object of this paper. 

1.2 Previous Studies. Various types of inverse methods 
have been published by several authors. These methods, valid 
in insentropic flow, have resulted in very tangible progress, 
especially in the design of compressor and turbine blades. The 
main ones are very briefly described in the forthcoming. 

9 Hodographic methods [1], where the evolution of the 
velocity module V is assigned as a function of the direction 6 
of the velocity vector, are perfectly convenient for the cases 
where viscous effects do not a priori constitute a problem (as 
for instance for turbine blades); on the other hand, they apply 
less well when we try to avoid separation problems, as in 
compressors and air intakes, as, in this case, it is the evolution 
of the velocity V along the curvilinear abscissa s that deter
mines the boundary layer. 

9 Inverse methods where V (s) is assigned [2-7], very often 
used for the design of turbomachine blade profiles, are only 
applicable to subsonic or just transonic flows, remaining 
isentropic and strictly two dimensional. 

9 Using the method of characteristics does not raise any 
basic problem for the determination of a streamline 
corresponding to a given pressure evolution, but it naturally 
only applies to supersonic flows. 

2 Principle of the Method 

To avoid this limitation to either entirely subsonic or en-
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tirely supersonic flows, and above all to take into account the 
entropy variation through shocks, it is mandatory to call upon 
a method solving the Euler equations. 

To this day, in view of the mixed-elliptic and hyperbolic 
character of the Euler equation in steady state regime, the 
problem has only been solved in practice through the use of 
methods of unsteady type. The introduction of some time 
derivatives [8, 9, 10] into the system of equations constitutes 
an expedient for solving it numerically without difficulties of 
a fundamental nature; the calculation is carried out 
iteratively, and the solution of the steady-state flow looked 
for is considered as being the asymptotic state of an unsteady 
motion. 

Thus, it is not necessary for the intermediate states to have 
a physical meaning, which makes it possible to retain only 
part of the unsteady terms to reach the final solution as fast as 
possible. 

Viviand and Veuillot [11] applied themselves for several 
years to developing and perfecting these methods at ONERA. 
Reference [11] constitutes a detailed review of these works; 
the principle of the calculation presented here is directly 
derived from it and constitutes only one of its applications; 
before describing its peculiarities, let us recall the broad lines 
of the method. 

The study of the mathematical properties of the system of 
unsteady equations used leads to the determination of the 
characteristics cone and to the establishment of a stability 
criterion for the explicit numerical schemes. 

From the predictor-corrector scheme of MacCormack, 
various discretization techniques of the equations in arbitrary 
curvilinear mesh pattern may be used. A new technique of 
direct discretization in the phsycial plane into an arbitrary 
mesh pattern makes it possible to do away with a coordinate 
transformation. A general method for treating the boundary 
conditions, based on the use of compatibility relation, im
proves the precision of the calculation. 

Essentially there are two calculation methods: the first one, 
which involves the assumption of a uniform total enthalpy, 
allows the calculation of rotational, nonisentropic flows that 
may include strong shocks; the second, which assumes as well 
that entropy is uniform, applies only to potential flows but 
allows, within the validity domain of this approximation, the 
treatment of weak shocks. 

Only the first method, where the stagnation enthalpy is 
considered as constant, will be retained here because of the 
existence of strong shocks in most of the applications 
presented. 

The principle of the inverse method is briefly outlined in the 
last section of reference [11], which describes the calculation 
of a jet issued from a supersonic nozzle exhauting into an 
isobaric enclosure. The streamline is obtained by integration 
of the slopes at the boundary. 

The originality of the work presented here consists in the 
extension to the general case where an evolving pressure law is 
given, and its application to the determination of the walls of 
a duct or to the profile of a blade cascade. 

Let us recall that, for a fixed observer in the physical plane, 
the Euler equations may be written in the form: 

df dF dG u dh 
~+ -r- + — +/• =0 
at dx dy h dx 

where/, F, G are single-column, three-component matrixes: 

/ = ( pu ) F=(p + pu2) G=( pud ) 
v p& ' v pud ' v p + pd2 J 

p being the density and p the pressure; u and & are the velocity 
components along x and y; h is the transverse thickness, 

depending weakly on x only and assumed known. For a 
strictly two-dimensional flow, h is constant. 

If the mesh points are mobile and if w represents the 
displacement rate field of these points, these equations 
become: 

df dF dG u dh 
-f-(w grad)/+ — + — + / T - T - =0 
or ox dy h dx 

where df/dr = 0 means that the quantity / is steady for an 
observer linked to the point of the mobile mesh pattern. 

Before starting the calculation, it is necessary to define an 
initial mesh pattern and to properly initialize the flow field. 
Then the calculation runs as follows: 

Before each iteration, we determine the pressure at every 
point at the pattern boundary where we intend to assign the 
pressure law chosen as a function of an abscissa x or of a 
curvilinear abscissa. We then apply the numerical scheme, 
and then again the boundary conditions defined later. 

On the boundaries where pressure is assigned, the 
streamline is determined by integration of the local slopes of 
the velocity. It is then necessary to define a new mesh pattern 
whose boundaries are the new streamlines. This process is 
iteratively pursued until convergence, i.e., in practice, until 
the displacements of the mesh points between two successive 
iterations become negligible. 

The number of necessary iterations varies according to the 
shape of the duct, but is usually between 600 and 1000. 

Let us note that the relations used in the treatment of the 
boundary conditions are strictly valid only in the case of a 
fixed mesh pattern. The use made of them here is thus not 
rigorous; however, when the asymptotic state is reached and, 
consequently, the mesh pattern is frozen, this incoherence 
disappears. 

In the same way, experience shows that it is quite possible 
to neglect the displacement rate of the mesh pattern. 

3 General Scheme - Boundary Conditions 

Before approaching the case of a blade cascade, let us 
consider that of a duct. 

3.1 Case of a Duct. In a general way, we try to define the 
geometry of a duct displaying on its walls a given pressure 
distribution. 

Figure 1 presents the general sketch of such a con
figuration. The upper, AC, and lower, BD, walls of this duct 
might include a first part, AE and BF, whose geometry is 
known, the given pressure distribution being only applied 
downstream of E and F. The lines EC and FD being a priori 
undetermined, their initial position may be arbitrarily chosen, 
as will be seen later on examples. 

On the upstream boundary AB, two cases should be 
considered: 

(0 If, on AB, the velocity component normal to AB is 
supersonic, it is necessary to assign, at every point: 

- the entropy or, in practice, the stagnation pressure P, as 
the stagnation enthalpy H, is constant; 

- the Mach number or, in practice, the density; 
- the flow direction 6. 
(/;') If, on the contrary, the velocity, component is sub

sonic, we only have to assign the entropy (or Pt) and either the 
Mach number (or p), or the direction 6. 

On the downstream boundary CD, no data is assigned if the 
velocity component is supersonic. But if it is subsonic, a static 
pressure distribution, possibly constant, compatible with 
pressure data in C and D, is assigned, and the direction 62(y) 
will result. 

On the AE and BF elements we apply a slip condition, i.e. 
we treat the direct problem as the geometry is known. On the 
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Fig. 1 General scheme of the calculated duct 
Fig. 2 Quasi-orthogonal mesh pattern 

EC and FD elements, we treat the inverse problem by 
assigning the pressure distribution. 

Remarks 

1 Point E may be the same as A or C, and F the same as B 
or D, which means that the upper and lower walls can be 
integrally treated either in the direct or in the inverse mode. 

2 Obviously, it is necessary that the assigned pressure 
distributions correspond to a physical reality. In particular, 
several cases may occur at the joining points E or F: 

If the local flow is supersonic, the assigned pressure 
downstream of the point may present a discontinuity relative 
to that which would result from the calculation upstream of 
this point; the wall will then present a slope discontinuity 
corresponding either to the shock or to the expansion; 

On the other hand, if the local flow is subsonic a too great 
variation will entail a divergence in the calculation; to avoid 
this drawback, it is possible to modify locally the assigned 
pressure distribution so that it takes the value calculated just 
upstream of the joining point. 

Several examples of application of inverse calculation for 
determining the shape of a duct with assigned pressure 
distributions along its walls are given in reference 12. 

3.2 Case of a Cascade. Before approaching the case of a 
cascade in inverse mode, we should first recall the general 
scheme and the boundary conditions assigned in direct mode. 

Let us consider the sketch of Fig. 2, which represents a 
quasi orthogonal mesh pattern. This type of pattern is 
mandatory if we want to limit computing times, as it is well 
known that the value of the time steps between each iteration 
depends on the mesh pattern shape, this value being 
maximum when the mesh is rectangular. On the other hand, 
the adoption of quasi orthogonal patterns presents some 
difficulties and requires some precautions when compared to 
patterns whose columns are parallel to the cascade front. 

The upstream and downstream boundaries AB and CD are 
chosen so as to represent practically the upstream and 
downstream infinities. On the upstream boundary, if the 
absolute velocity of the flow is subsonic, we preferably fix the 
flow direction; it is the case of cascades of transonic com
pressor or of turbine, whether the flow is chocked or not. But 
if the upstream velocity is supersonic with a subsonic com
ponent normal to the cascade front, it is the Mach number 
that is assigned, the flow incidence resulting from the ap
plication of the unique incidence [13]. 

Practically, in the particular case of cascades where the 
downstream boundary is subsonic, we fix a uniform pressure 
P-

The slip condition is assigned on the internal walls A ^ , 
and B,D, of the blade-to-blade channel. If the flow in the 
trailing edge region is subsonic, a complementary condition 
expressing the Kutta-Jukowski condition is necessary: we 

Fig. 3 Inverse mode calculation of a cascade - calculation domain 

shall for instance assign the flow direction at the points of the 
mesh pattern just behind the trailing edge. 

On the A ' A j , BB, boundaries upstream of the cascade, 
and CjC, D , D ' downstream of it (which are geometrically 
identical and spaced by one cascade pitch), we assign a 
condition of periodicity, i.e., of equality of aerodynamic 
parameters parallel to the cascade front. 

But, as the mesh points are not homologous, an appropriate 
interpolation process is necessary; moreover, the upstream 
and downstream boundaries comprise two elements AB, AA' 
and CD, DD ' . On each portion, it is necessary to apply 
boundary conditions according to the subsonic or supersonic 
value of the velocity component normal to the boundary 
element considered. 

We shall now study the determination of a cascade in in
verse mode. 

Let us consider the case of Fig. 3, where we define the 
points A, B, on the cascade front, distant by the cascade pitch 
s, assumed known. Upstream, we define the boundaries AA, 
and BB,, where the boundary conditions to be assigned have 
already been examined in the case of direct mode calculation. 

We assume known the geometry of a part Aj E (possibly nil) 
of the pressure side, and B,F of the suction side. We then 
define the pressure distributions on the suction and pressure 
sides known to an abscissa XTE of the supposed trailing edge, 
the two pressures being identical just behind this point. 

It is then necessary to apply the periodicity condition 
downstream of XTE, as well as a boundary condition on the 
downstream boundaries CD and D 'D, but there usually 
appear the two following difficulties: 

(;') The downstream pressure p2 should be such that, 
account being taken of the pressure distribution chosen on the 
pressure and suction sides of the profile, the flow satisfies the 
periodicity condition of a cascade. But, as has been shown in 
[12], this pressure p2, which should respect the general 
theorems of flowrate and momentum conservation along the 
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Fig. 4 Definition of a turbine blade and the cascade pitch, for 
pressure distributions assigned on the pressure and suction sides 

(b) If the solidity is assigned, it will be necessary to per
form several calculations with successive alterations of the 
assigned pressure distributions, until a satisfactory solution is 
reached. But this process, which requires several calculations, 
could with advantage be replaced by the following original 
solution: 

(c) Whatever the process used for ensuring the profile 
closure at the trailing edge, either by pitch variation or by 
alteration of assigned pressure distributions when the pitch is 
predetermined, the shape obtained may not be realizable, the 
thickness being either too large or too small, or even negative. 

Obtaining realistic profiles requires in that case several 
calculations, with successive alterations of assigned pressure 
distributions. This reduces the advantage of the inverse 
method relative to the process used when we have only direct 
methods at our disposal, viz., a large number of calculations 
of profiles whose geometry is successively modified to obtain 
a given pressure distribution. 

But it appears that in most applications one is mainly in
terested in the pressure distribution over the suction side, 
which is the most critical as regards the boundary layer, for 
compressors as well as turbine. This distribution is usually 
determined so as to minimize the losses due to viscous effects. 
It is particularly endeavored to reduce overvelocities and 
avoid separation. 

As regards velocity distributions over the pressure side, they 
usually present no particular risk. 

For these various reasons, a new solution is proposed: input 
data on the thickness evolution law of the profile looked for 
replace the input data on the velocity distribution chosen for 
the pressure side, which will then result from the calculation. 
We thus directly obtain a profile corresponding to a given 
velocity distribution over the suction side and having the 
mechanical characteristics wished. 

We shall note that, the profile being automatically closed, 
the cascade solidity may be chosen in advance. 

On the other hand, if it is desired to assign a com
plementary condition, such as downstream angle, or if the 
pressure distribution obtained on the pressure side has such a 
shape as presenting risks of flow separation, it will be 
necessary to adjust the solidity by an iterative process. 

cascade front, cannot be determined a priori in the case of a 
nonisentropic flow. 

It is then necessary to replace the pressure condition on the 
downstream boundary by a particular condition, called 
"nonreflexion" condition according to Veuillot. This con
dition consists in the extension to the two-dimensional case of 
the method where, in the one-dimensional case, one assigns a 
value for the Riemann invariant associated with the unsteady 
characteristic included in the range of calculation. 

(») There is a priori no reason for the streamlines issued 
from E and F to be distant by the cascade pitch at abscissa 
XTE or, in other words, for the profile to be closed at the 
trailing edge. Indeed, there exists a single value of the solidity 
corresponding to a closed profile. And this value cannot be 
predetermined in the case of non-isentropic flow. 

Thus, obtaining a closed profile requires the use of a 
particular procedure. This will be determined, according to 
the case, from one of the following principles: 

(a) In case the cascade pitch is not assigned, the pitch 
variation can be made during the iterations of the pseudo-
unsteady calculation, provided some precautions, so as to end 
up in the calculation with a blade having a given trailing edge 
thickness. 

4 Examples of Application 

4.1 -Determination of a turbine blading with given pressure 
distributions on the pressure and suction sides, the solidity not 
being fixed. 

The following example shows how it is possible to modify 
the geometry of the section of a turbine with high expansion 
ratio, with a view to improve the flow though the cascade. 

Let us consider the cascade whose profile is represented by 
the broken line in Fig. 4(c); the pressure side of the upper 
blade is traced so as to show the blade-to-blade channel. The 
flow through this cascade is not satisfactory, as shown by the 
results of a direct calculation previously performed. The 
pressure distributions calculated for the pressure and suction 
sides are presented as broken lines on Fig. 4(b). It will be 
noted that, on the suction side, the pressure evolution presents 
a "bump" soon after the middle of the blade; also, the 
overvelocity before the trailing edge is rather high. 

It was decided to look for a profile shape and a cascade 
pitch corresponding to the solid line traced on figure 4b, 
where the bump has been eliminated and the overvelocity 
reduced, while retaining the same pressure distribution on the 
pressure side. The arrows indicate the points from which the 
pressures are assigned; upstream of these arrows, the initial 
geometry of the blade has been retained. The blade shape 
obtained after convergence of the calculation is traced as a 
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Fig. 5 Definition of a turbine blade and the cascade pitch, for a given 
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Fig. 6 Definition of a transonic compressor blade having a given 
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suction side 

solid line on Fig. 4(a); the tracing of the pressure side of the 
upper blade shows the new pitch obtained. 

Figure 5 shows a second example, from the same initial 
cascade. But in this case we look for the shape of a cascade 
where the pressure distribution on the suction side is the same 
as that assigned in the first case, while retaining the geometry 
of the initial blade pressure side, instead of the pressure 
distribution on it. 

The result obtained is presented as a solid line on Fig. 5. It 
will be noted that the pressure distribution, a priori unknown, 
on the pressure side of the new blade is naturally different 
from the initial one, and also that the pitch of the new cascade 
is slightly wider. 

4.2 Determination of a Compressor Cascade with a Given 
Pressure Distribution on the Suction Side and a Given 
Thickness Evolution Law, The third example concerns a 
section of mobile transonic row in chocked regime. 

Let us consider a blade of conventional shape, whose 
pressure and suction side are arcs of circle connected by 
rounded parts at the leading and trailing edges. The profile of 
that blade is represented by broken lines on Fig. 6(a). 

The direct calculation of the flow over this profile has been 
performed in two-dimensional conditions, for an upstream 

flow angle 6 = 52.5 deg and such a downstream pressure that 
the flow is choked, but with a moderate supersonic zone. The 
resulting upstream Mach number is 0.73. The pressure 
distributions resulting from this calculation are traced on Fig. 
6(b) (broken lines). It will be noted that the pressure evolution 
on the suction side is irregular, and even reveals the presence 
of a shock, while its shape on the pressure side is 
monotonous. 

We then looked for the shape of a blade having the same 
thickness as the original blade, but providing on the suction 
side the pressure distribution traced as a solid line on Fig. 
6(b). The profile obtained after convergence of the calculation 
is traced as a solid line on Fig. 6(a). The pressure distribution 
on the pressure side, a priori unknown, is a calculation result 
(Fig. 6(b)), as well as the pressure and angle of the down
stream flow. 

The fourth example concerns a section of supersonic mobile 
row, with an upstream Mach number of 1.2. The initial blade 
(in broken line, Fig. 7(a)) is here again made of arcs of circle. 
The pressure distribution on the suction side shows that the 
flow is constantly accelerated, and the final straight shock 
occurs at a Mach number of 1.6. 

We looked for the shape of a blade having the same 
thickness evolution law, but presenting on the suction side a 
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flat part at Mach 1.45, as shown by the solid line on Fig. 1(b). 
The result after convergence is traced on figure 7a, as a solid 
line. We shall remark the very slight difference between the 
final and initial blades. 

The pressure distribution on the pressure side of the new 
blade (Fig. 1(b)) presents an irregular shape, especially in the 
trailing edge region; this is due to the evolutions of the 
pressure side curvature in this rear part of the blade, which 
necessarily follow those of the suction side as the thicknesses 
are assigned. 

This defect may however be easily corrected by a local 
alteration of the pressure side geometry; but this obviously 
entails modification of the thickness law. This modification, 
which concerns only the rear part of the pressure side, has 
however only a small effect on the flow through the duct; this 
makes it possible to obtain a satisfactory solution without 
iterations. 

As an example, figure 8 shows the result obtained by a 
direct calculation on the blade obtained previously, with a 

simple smoothing of the profile on the pressure side. The 
pressure distribution on the pressure side is now regular, and 
on the suction side it perfectly fits the given pressure 
distribution. 

It is useful to mention that the pitch variation during 
iterations leads to an important increase of the number of 
iterations necessary to obtain a satisfactory convergence. 

As an example, the first two cases presented above required 
about 2500 iterations each, while for the two other cases, 
where there is no pitch variation, convergence was reached 
after 800 iterations. Let us remark that the direct calculation 
requires 1200 iterations. 

In a general way, the pursuit of iterations after a seemingly 
satisfactory convergence brings to light an oscillation in time 
of the residuals, whose effect remains negligible on the 
geometry obtained. 

Lastly, it should be noted that if the initial configuration is 
too far from the final solution the calculation might diverge; 
but in this case divergence appears rather soon, and never 
after more than 400 iterations. 

5 Conclusions 

We presented several cases of application for the definition 
of transonic and supersonic cascades by the semi-inverse, 
pseudo-unsteady calculation method developed at ONERA. 
There exist two versions of the calculation: 

• The first provides the definition of a blade profile with 
pressure distributions, along a straight or curvilinear abscissa, 
assigned in part or in full on the suction and pressure sides of 
the profile, the solidity being a calculation result as well as the 
downstream angle 

• The second provides the definition of a blade profile with 
a given thickness evolution law and a pressure distribution 
assigned only on the suction side, the solidity being then 
given, while downstream pressure and angle result from the 
calculation 
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A Method for the Calculation of 
the Wall Layers Inside the 
Passage of a Compressor Cascade 
With and Without Tip Clearance 
A method is presented for calculating the wall shear layers of a compressor cascade. 
The integrated across the blade spacing Navier-Stokes equations are used. Closure 
is obtained using an integral equation of the boundary layer type and the secondary 
vorticity generation equation. The calculation is performed inside the passage and a 
dialogue is established between the longitudinal velocity profile, associated with the 
primary vorticity (generated and diffused) and the transverse profile, associated 
with the secondary vorticity, which is generated by the primary one. A unique 
feature of the method is that it takes into account the velocities induced by the 
secondary vorticity in the "free stream" flow (theproblem is elliptic in the trans
verse direction). The influence of the tip clearance vortex is included in the method 
and comparisons with experimental results for two heavily loaded cascades with and 
without tip clearance show good agreement. 

Introduction 
The lateral cascade wall shear layer calculation problem has 

traditionally followed two approaches. The first one, which 
attempts to predict the losses, emphasizes viscous effects, 
while the second, treating the flow as inviscid, aims at the 
prediction of the velocity field associated with the secondary 
vorticity and thus the cascade exit flow angle variation. 
Excluding early attempts as well as correlations, we can cite 
Railly's [1] work as the first important effort in the direction 
of the first approach. He developed the integral equations 
corresponding to the circumferentially averaged turbulent 
Navier-Stokes equations. Here, we shall be concerned only 
with methods that have followed this general approach. 

Concerning the second approach, the work of Squire and 
Winter [2], has been followed by numerous publications. We 
shall limit ourselves by citing Hawthorne, Smith, Horlock, 
Lakshminarayana and Marsh (references [3-10]). 

These two approaches have gradually evolved, and towards 
the end of the sixties, one may find theories treating the two 
aspects simultaneously (references [12, 13, 21]). We shall 
write down first the basic equations underlying this work. 

The Basic Equations 
The basic equations used in the present work are the 

following: 
1 The Integral Momentum Equations. They are derived 

Contributed by the Gas Turbine Division and presented at the Internationai 
Gas Turbine Conference and Products Show, Houston, Texas, March 9-12, 
1981, of THE AMERICAN SOCIETY OF MECHANICAL ENGINEERS. Manuscript 

received at ASME Headquarters, December 18, 1980. Paper No. 81-GT-168. 

from the circumferentially averaged turbulent Navier-Stokes 
equations. The derivation can be found in the work of Railly 
[1], Horlock (for example, reference [12]) or Mellor and 
Wood [13]. In the case of a plane cascade, they take the form: 

-j— -£- [s(x)ue
2(8? + dxx)\=DXl -DX2 -DX3 -

s(x) dx 

•«e-f («A')+ — dx p 
(1) 

1 d 
s(x) dx 

[s(x)ue
2(tanl3e8* + da)]=DZl -DZ2 + 

(2) 

The definition of the various quantities is given in the list of 
symbols. These equations differ from the usual integral 
boundary layer equations in the terms DXX, DX2, DZX, DZ2 
which are additional unknowns. We shall call them the ad
ditional terms, their appearence being related directly to the 
loss of information which occurred during the cir
cumferentially performed integration. They are defined as 
follows: 

(a) Defect Force Terms 
[h s(x) 

s(x)DXl = - ^ 
Jo p 

(fx-fx)dy 

S h s(x) 
-L-L[f -f7)dy 

o p e • 

(3) 

(4) 

They express the variation of the blade force inside the 
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viscous layer in the direction normal to the lateral walls of the 
cascade. 

In the foregoing equations the blade forces are given by the 
expressions: 

fz =PP ~Ps (4a) 

fx=-(PP-Ps)ten0' 

(b) Fluctuation Terms 

dx 
s(x)DX2 = j o ' ^-[s(x)(ue'

2-u'2)]dy 

(•/> a — 
s(x)DZ2=\ ~[s(x)(ue'we' -u'w')]dy 

Jo dx 

(5) 

(6) 

They express the change inside the wall viscous layer of the 
variations of each velocity component in the circumferential 
direction. 

(c) Pressure Term 

f< 5 \s(x) 1 
(7) 

It expresses the change inside the viscous layer of the axial 
static pressure gradient. 

The wall shear stress terms TW and T„ are defined by the 
equations: 

s W v = • +s(x)f (8) ^-[\"oS(x)fxxdy] 

*(,X)T„Z = - — Y\jj{x)fX7dy}+s(x)TyZw (9) 

2 The Entrainment Equation of Head (12). It is a mass 
conservation equation for the flow inside the boundary layer. 
Here it is used in its circumferentially averaged form, which 
reads 

~{s(x)Vs (HJss+tanpe5!)]= K 

s(x) dx cos/3. 
-E + 

+ -cos2 0e 
(10) 

with the entrainment function E defined as 

dd - dd 

ds 
dd - \ 1 / dd . \ 

( i i ) 

This form was derived by following a similar approach as in 
deriving equations (1) and (2). All fluctuation terms have been 
neglected. 

3 The Secondary Vortlcity Equation. The expression used 
here is the one developed by Squire and Winter (2). It is taken 
to be valid for the circumferentially averaged flow 

"(f) = -2~^d$e (12) 

Preliminary Discussion 
Our experience with integral methods (14), (15) indicates 

that one auxiliary equation is sufficient for the prediction of 
the velocity profile form factor variation. Head's equation is 
used for that purpose, as, for reasons analysed in reference 
(13), the energy equation cannot be used. Head's equation 

N o m e n c l a t u r e 

t e r m s 

t e r m s 

a = radius of the vortex core 
c = blade chord 

DX{,DZ, = d e f e c t f o r c e 
(equations (3), (4)) 

DX2,DZ2 = f l u c t u a t i o n 
(equations (5), (6)) 

DX3 = pressure term (equation 
(7)) 

E = en t r a inmen t funct ion 
(equation (11)) 

/ = blade force (equation (4a)) 
G = Clauser's form factor 

(equation (18)) 

H, 

H„ = 
8-8; 

= momentum thickness form 
factor 

= entrainment form factor 

h = 
J = 

P = 
Pp,Ps = 

p, 
six) 

half span 
dimension of the tip-
clearance 
static pressure 
static pressure at the 
pressure and suction sides 
of blade 
total pressure 
p a s s a g e w i d t h , in 
tangential direction; its 
value for zero blade 
t angen t i a l th ickness 
specified simply by 5 

s,n = distances in longitudinal 
and transverse directions 
(see Fig. 1) 

uT = friction velocity 
u,w = velocity components in 

axial and tangential 
directions 

u' ,v' ,w' = d i f f e r e n c e s of 
corresponding velocity 
component at given cir
cumferential position and 
its mean circumferential 
value 

V = velocity module 
Vs,Vn,Vy = velocity components in 

longitudinal, transverse 
and normal to lateral wall 
directions 

x,y,z = distances in the axial, 
normal to the lateral wall 
and tangential directions 
(see Fig. (1)) 

/3 = flow angle 
/3' = blade angle 
T = circulation associated with 

tip-clearance vortex 

f * (ue — w) 
• i — dy = a x i a l d i s p l a c e m e n t 

Jo «„ 
a x i a l 
thickness 

8 * = i (1 —=r̂ - )dy = longitudinal displacement 
thickness 
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presents the additional advantage of not containing the force 
deficit terms. 

To achieve closure, we shall be using a large amount of 
semi-empirical information established for two or three-
dimensional classical turbulent boundary layers. This is not 
quite evident in our case, as we are dealing with cir-
cumferentially mean quantities. This has been discussed in 
references [16, 17 and 18]. We intend to use the relations 
established in these references and we are summarizing the 
conclusions in the forthcoming. 

While two-dimensional semi-empirical turbulent boundary 
layer information can be used to predict the longitudinal 
velocity profile, this is not valid for the transverse profile. 
More specifically, it was established [16, 17, 18] that the inner 
part of the transverse profile could be described by the law of 
the wall for three-dimensional turbulent boundary layers. 
However, simple representations, as the triangular one 
proposed by Johnston [19], cannot be used to describe the 
outer part. The reasons, which can also be deduced indirectly 
from references [2-10] and be found in references [12, 17 and 
20] will be discussed later. Consequently, closure of the 
problem needs the establishment of expressions for the 
transverse velocity profile as well as for the additional terms 
appearing in equations (1) and (2). 

In fact, the different methods of calculation can be 
distinguished by examining the assumptions underlying the 
calculation of the additional terms. While all methods agree in 
dropping the pressure and the fluctuation terms DX3, DX2 

and DZ2, they differ in the expressions used to predict the 
defect force terms. Railly [1] drops them altogether. Mellor 
and Wood [13], recognizing their importance, take them into 
account. Unable, though, to cope with the difficulties related 
with a detailed description of the flow they perform an addi

tional integration in the axial direction. Their formulation 
predicts downstream quantities in terms of upstream ones and 
closure is obtained on the basis of secondary flow con
siderations. Horlock and his collaborators (see, for instance, 
reference [12]), proceed in calculating the flow inside the 
passage. Secondary flow considerations guide them to the 
following expression in our notation, 

DXX -DX2-DX3=0 (13) 

which permits the uncoupling of equations (1) and (2). 
Finally, De Ruyck, Hirsch and Kool [21], Horlock's ex
pression having proved invalid [17], develop a method of 
calculation inside the passage, using an experimental 
correlation for the defect force terms and Johnston's model 
for the outer part of the transverse velocity profile. 

This small historic review is by no means complete. It leaves 
out many important contributions, like, for instance, Smith's 
[28], who has pointed out earlier the importance of the defect 
force terms. It is, however, very useful for our purposes, 
because it builts up a frame of reference, which contributes to 
the understanding of the development of the present method. 

The Development of the Present Calculation Method 
We shall consider that the flow inside the passage can be 

split into two parts. One, which can be described by Euler's 
equations when the displacement effect of the wall layers is 
taken into account ("inviscid", primary or free stream flow). 
Another one, which results as a difference of the first one and 
the real flow. This second part is called here wall viscous layer 
or secondary flow part. Of course, circumferentially mean 
quantities for both parts are considered. We shall use two 
coordinate systems. One following the primary flow (s,n,y) 
and another related to the cascade geometry (x,y,z), as 

Nomenclature (cont.) 

r" v 
8* = I -^A- dy = transverse displacement 

thickness 

8 = boundary layer thickness 
associated with longi
tudinal velocity profile 

ew = angle between axial 
direction and flow at wall 

drr = 
("'' (ue — u) u 

Jo U„ U„ 
dy axial momentum thickness 

i
fl (w — w) u 

—-—r dy = mixed momentum thick-
o iiJ 

ness 

f'' / V \ V 
dss=\ ( 1 - -^i- J ™ dy = longitudinal momentum 

J ° ^ vse'
 vse thickness 

r h / V \ V 
dm = I (1 — = i ) -A- dy = mixed momentum thick-

J o 

h y y 
s " dy = mixed momentum thick-

Vs1 

•" < v, 

ness 

1 ( -J^- jdy = transverse momentum 

Subscripts 

Superscripts 

thickness 

X = cascade stagger angle 
£s> in = vorticity components in the 

longitudinal and transverse 
directions 

£y = vorticity associated to the 
tip-vortex 

ft = Coles' velocity profile free 
parameter 

p = density 
r = total shear stress 

\pj = stream function associated 
with the tip-clearance 
vortex flow field 

x,y,z,s,n = c o m p o n e n t s in the 
corresponding direction 
(note that ps will denote 
static pressure on suction 
side) 

w = value at wall 
e = value corresponding to 

primary flow 
8 = value corresponding at 

distance 8 from lateral wall 

(-) = circumferentially mean 
value 
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x-ox ia l direction 

Fig. 1 Description of the coordinate systems used in the present work 

presented in Fig. 1. To avoid misunderstanding, our 
discussion will be limited to the case of uniform incoming 
primary flow along the span at the cascade inlet. 

(a) Semiempirical Information at our Disposal. As we 
already stated, we shall be using the semi-empirical in
formation established in references [16, 17 and 18]. In these 
references, it was established that the longitudinal velocity 
profile (direction of the primary flow) could be described with 
adequate accuracy for engineering purposes, by the velocity 
profile family of Coles [22] or (better for our purpose) the 
analytical expression developed by Kuhn and Nielsen [23], 
given in the forthcoming. 

seven unknowns. It suffices to know two of them in order to 
determine the rest. Additionally, form factors like Head's can 
be determined as follows, 

8-5: 
(21) H„ = 

tf,. 
or from empirical relations, as the following one 

He = 1.535(Hn -0 .7) - 2 - 7 l 5 +3.3 (22) 

The entrainement function E can be also determined by 
using the relation 

£ = 0 . 0 3 0 6 ( ^ - 3 . ) (23) 

Accordingly, two independent variables are needed for the 
description of the longitudinal profile, the longitudinal 
component of the wall shear stress and the entrainement 
function. 

The inner part of the transverse velocity profile can be 
described by the empirical law 

V„=Vstm(Pe-ew) (24) 

where ew is the angle formed at the wall by the flow and the 
axial direction. The total shear stress is given by the following 
expression 

cos(/?c-e„,) 

Besides the semi-empirical laws, which concern the 
longitudinal velocity profile, it was established in the above 
mentioned references that the defect force components 
obeyed the following relation which stems from our 
definitions (equation (4a)). 

DXt + tanj3'JDZ,=0 (26) 

— =2.511n(>'* + l) + 5.1-(3.39y* + 5.1)e-(U7-,'* + 

* ( l - c o s ( | ) ) 

where 

y* 
yu7 

(14) 

(15) 

and the corresponding skin friction law (for.y = 5) 

2 x = ^ - 2 . 5 1 1 n ( l + ^ ) - 5 . 1 + ( 3 . 3 9 ^ + 

+ 5 . i y ° " ^ 
/ v 

Better agreement with experimental results were obtained 
by the semi-empirical relations concerning the integral 
quantities. The following relations will be used: 

5,* 

(16) 

H, 
d„ 

1 -

G = 
Hv, 

u7IVSe 

2 + 3.27f+1.5227f2 

0.41(1 + *) 

KK °'41 
5 = 

(17) 

(18) 

(19) 

(20) 
u7 \ + f 

The system of equations (15), (16), (17) (18) and (19) has 

The pressure term DX3 was found negligeable and so were 
the fluctuation terms. We shall comment on them later. 

(b) The Present Calculation Method [27]. The develop
ment of the present calculation method is based on the 
secondary vorticity concept. References [2-10] show that it 
has been used to predict the angle variation at the cascade exit 
and that the results show qualitative but not quantitative 
agreement with experiment. One must add that the exit angle 
calculation has been performed using the inlet longitudinal 
velocity profile to calculate the outlet transverse one as well as 
the flow angle. It may be argued, then, that the generation 
and diffusion of the primary vorticity as well as the shape of 
the longitudinal velocity profile at the outlet may be at the 
origin of the difference between theoretical and experimental 
results. 

In order to test this argument we proceed in the following 
way. We have considered Flot's [16] data (case B), which are 
taken inside the passage of a compressor cascade. Using 
equation (12), we have calculated the increase of the 
secondary vorticity from station to station, using each time 
the measured longitudinal velocity profile. More precisely, the 
measured integral quantities of the longitudinal velocity 
profile were used and a velocity profile generated through 
equation (14). The corresponding transverse velocity profile 
was calculated then by using the theoretical development of 
reference [20]. The theoretical results thus obtained, are 
compared with experiment in Fig. 2. The agreement is 
satisfactory. In order to complete the picture, some more 
calculations were performed, using Hawthorne's [14] method, 
for the same secondary vorticity distribution and for different 
values of s/5. The results are presented in Fig. 3. They 
demonstrate along with the equations used, the elliptic 
character of the flow and the strong influence of the boundary 
conditions. Although the secondary vorticity is always found 
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Fig. 2 Comparison between theory and experiment for the transverse F i g . 3 T h e v a r i a t i o n o f t n e transverse velocity profile shape with 
velocity profile using the secondary vorticity concept. The ex- changing boundary conditions 
perimental results were used for the longitudinal velocity profile. 

inside a distance 5 from the wall, the associated transverse 
velocity profile may assume nonzero values at all points inside 
the passage. Additional calculations were performed for 
increasing values of his. These calculations show, as ex
pected, that the induced velocity at midspan decreases with 
increasing his. Consequently, the triangular transverse 
velocity profile form of Johnston [19] is reached (and 
correspondingly the transverse velocity profile is confirmed 
inside a distance 5 from the wall) only when s and h tend to 
infinity. 

The above discussions and calculation show clearly that, 
for the present case, methods, using triangular or similar 
representations, assuming generally the existence of a velocity 
profile family for the transverse profile, must be in error. 
They also indicate that a differential approach must be used 
to predict the flow characteristics in a transverse plane. For 
these reasons we have decided to adopt equation (12) for the 
calculation of the circumferentially mean value of the 
secondary vorticity and the method of reference [4] for the 
calculation of the corresponding transverse velocity profile. 
This choice makes it possible to avoid the use of the second 
momentum integral equation, which contains one defect force 
term. In addition, instead of using equation (1), we decided to 
take advantage of equation (26) and, combining equations (1) 
and (2), produce the following equation (where the fluc
tuation terms and the pressure term have been neglected) 

1 d 

s(x) dx 
(s(x)u*dxx) + 

tab/3' d 

s{x) dx 

/ du„ - dwe 

(s(x)ue
1dzx) = 

+ — (r,„. + tan/3'r,„ ) (27) 

This equation does not contain any force deficit terms. 
It is possible now to formulate the new calculation method 

in the following way. Considering two successive stations 
inside the passage of the cascade blades, one may calculate the 
transverse velocity profile at the second station, knowing all 
the properties at the first one and using equation (12) along 
with the method of reference [4]. Then, equations (10) and 
(27) may be used to calculate the integral quantities of the 
longitudinal velocity profile at the second station. From them, 
the complete longitudinal velocity profile is known by using 
equations (14) to (20). This procedure may be repeated from 
station to station until the end of the calculation. 

34 
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Fig. 4 Comparison between theoretically predicted and measured 
primary flow axial velocity and angle distribution at mid-span (Case B 
of Flot[16]) 

The present calculation method is integral in the 
longitudinal and differential in the transverse direction. As it 
is set up, it permits the dialogue of the longitudinal and 
transverse velocity profiles. The generation and diffusion of 
vorticity in the longitudinal direction is thus taken into ac
count. 

Equation (27) contains integral quantities expressed in the 
(x,z) coordinate system, while all shear layer information is 
expressed in the (s,n) coordinate system. We have (see 
reference [12,24]) four more equations relating the integral 
quantities in the two systems, which are the following: 

0 « =«»» + t a n 2 & «>*.«. + t a n & ( 0 » - §ns) (28) 
&„ = tanft, (dss + dnn) + dns + tan2 ft, ds„ (29) 

5 ; = 5/-tan/3e5„* (30) 

K = &* + #* (3D 
These equations are used to obtain closure. 

Comparison of Theoretical and Experimental Results 
The method described in the previous chapter was applied 
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Fig. 5 Comparison between theoretically predicted and measured 
defect force terms (Case B of Flot [16]) 

to the experimental results of Flot [16] (Case B). Flot's ex
periment was performed with a highly loaded compressor 
cascade turning the flow from approximately 55 deg to 25 
deg. A theoretical inviscid calculation method was used to 
predict the circumferentially mean primary flow angle 
j3e—distribution inside the blade passage. This distribution 
was supplied as data and the system of the above developed 
equations was solved in the described way. The variation of 
the axial component of the primary flow velocity was 
calculated using the following overall continuity equation. 

1 

s(x) dx 
[s(x)ue{h-5x*)]=0 (32) 

The comparison between theoretical and experimental 
results is presented in Figs. 4 to 9. Figure 4 shows the com
parison between the theoretical primary flow angle 
distribution and the corresponding experimental data results. 
The observed differences correspond to the calculated 
transverse velocity profile value at midspan. While in our case 
it induces angle differences of approximately 1.5 deg, for 
high turning low aspect ratio blades important differences 
may be expected. Figure 4 shows the comparison between the 
calculated x-velocity component variation and the ex
perimental results. Figure 5 compares the calculated defect 
force terms (equation (2)) and the experimental results. The 
agreement is satisfactory. Figures 6, 7 and 8 present the 
comparison between theory and experiment of the integral 
quantities and the corresponding longitudinal and transverse 
velocity profiles. The agreement can be considered 
satisfactory. 

An additional calculation was realized taking into account 
the experimental values of the fluctuation terms. The results 
are also reported in Fig. 6. From this comparison we can see 
that the fluctuation terms are not important in a first ap
proximation of the problem. 

The Inclusion of the Tip Clearance Effects in the 
Presents Calculation Method [28] 

In this section we shall explain how it is possible to include 
the tip-clearance effects in the present calculation method. 

Our approach does not consider the formation of the tip 
clearance vortex. We accept its existence and therefore we are 
obliged to use semi-empirical information to locate its 
position and establish its strength. Before describing the 
appropriate semi-empirical information, we shall consider 
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Fig. 6 Comparison between theoretically predicted and measured 
&s'Sx'dxx'&ss distributions (Case B of Flot [16]) 

how it is possible to introduce the velocity field associated 
with the tip clearance vortex in our calculation method. 

We postulate that the tip-clearance vortex along with the 
velocity field associated with it can be considered as a 
disturbance which is superimposed on the primary flow. More 
precisely, the tip clearance velocity field is considered in our 
method in the same way the secondary vorticity velocity field 
is. 

This way of treating the tip-clearance effects implies that 
additional losses due to the presence of the tip clearance 
vortex, besides the kinetic energy of the tip clearance flow 
itself considered lost, must be exclusively the result of its 
interaction with the wall viscous layer. No direct proof exists 
to support this statement. We may simply say that, if the 
secondary vorticity velocity profile may be treated as "in-
viscid", it seems reasonable to assume that the tip-clearance 
velocity profile may be considered in the same way, the two 
effects being of the same order of magnitude. 

We now turn our attention to the already established 
method of calculation. To use equation (27) when tip 
clearance effects are present, we have to make sure that 
equation (26), is verified. Figure 9(a) presents experimental 
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results from Flot's (16) work (experimental C with tip 
clearance). It can be seen that, at least for this set of test 
results, equation (26) is verified with remarkable accuracy. 
This means that the set of equations established in the 
previous sections, can be used when tip-clearance effects are 
present. On the other hand, as no restrictions are imposed 
upon the shape of the transverse velocity profile, the present 
calculation method can be modified in the following way, in 
order to accomodate the tip-clearance effects: knowing the 
flow properties at a station, we may calculate the transverse 
velocity profile due to the secondary component due to the tip 
clearance vorticity and then calculate the longitudinal velocity 
profile using the resultant transverse velocity profile in the 
same way as before. Of course the longitudinal component of 
the tip-clearance induced velocity must be added to the 
longitudinal velocity profile. 

The description of the necessary procedure to obtain the 
circumferentially mean velocity profile associated with the tip 
clearance vortex is presented in the appendix. More details 
may be found in reference [26]. 

Comparison of Theoretical and Experimental Results 
When Tip-Clearance Effects are Present 

We have already mentioned experiment C of Flot [16] 
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discussing Fig. 9(a). In fact, experiment C differs from the 
already described experiment B only in that a tip clearance 
gap exists at one end of each blade. The free stream flow and 
the inlet conditions are practically identical for both ex
periments. Consequently, if the approximations underlying 
the present calculation method are valid, the velocity induced 
by the tip-clearance vortex may be deduced by comparing the 
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defect force terms {Case C of Flot [16]) 

two flows. This was done and the comparison between theory, 
as described in the previous paragraph and the appendix, and 
experiment is presented in Fig. 9(b). The agreement is good. 

Figures 10 to 14 present comparisons between theory and 
experiment for case C, in the same way that was done for case 
B in the previous section. Figure 10 shows the comparison 
between the theoretical primary flow angle and the measured 
one. The same remarks apply in this case. Figure 10 shows 
also the comparison between the .^-primary flow velocity 
component variation calculated through equation (31) and 
experiment. The agreement is good. 

Figure 11 compares the calculated through equation (2) 
defect force terms with the experimental results. Figures 12, 
13 and 14 give the comparison between theory and experiment 
of the integral quantities and the corresponding longitudinal 
and transverse velocity profiles. The agreement is good as far 
as the integral quantities are concerned and fair as far as the 
details of the flow are concerned. The additional calculation 
which was realised taking into account the experimental 
values of the fluctuation terms shows the relatively small 
influence of these terms on the theoretical results, as was 
already remarked for the previous case. 

Additional Remarks and Conclusions 
In the previous paragraphs we have presented a theoretical 

method of calculation of the wall shear layers developing 
along the lateral walls of a compressor cascade. 

The particular future of this method is that it makes use of 
the secondary vorticity concept in order to arrive at a for
mulation with the least possible assumptions concerning the 
force deficit terms. We have used this approach for this 
particular formulation, which considers the circumferentially 
mean averaged flow, for convenience reasons. We feel, 
however, that our presentation made clear enough the fact 
that, in internal aerodynamics problems, where the duct 
dimenisons are comparable with the boundary layer 
thickness, the flow is elliptic in the transverse plane. This 
combined with the fact that the secondary vorticity induced 
velocities are not negligible at every position inside the 
passage, suggests that approaches, which are either integral in 
the transverse direction, or make use of a velocity profile 
family in that direction must be in error. 

A differential approach could be possible in the 
longitudinal direction. We feel that in our case this is not 
advisible. It would imply the application of detailed in-
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formation from turbulent boundary layers to cir
cumferentially averaged quantities. This, could be more ap
propriate in the case of a fully three dimensional method 
based on the same principles. In this latter case the secondary 
vorticity concept could be more efficient as, in the present 
case it is used with the circumferentially mean value of the 
vorticity. It was not quite evident from the beginning that the 
two secondary vorticity distributions (three dimensional and 
circumferentially mean average) would give the same cir
cumferentially mean transverse velocity profiles. 

Implications of the secondary vorticity velocity field can be 
found also in the analysis of experimental results. In fact, 
when such flows are analysed experimentally, it is essential, 
according to our model, to differentiate between the viscous 
part (longitudinal and transverse velocity profiles) from the 
"inviscid" part of the flow. The "inviscid" part, however, 
can be deduced only when the secondary flow vorticity is 
known, which, in turn, cannot be singled out if the "jnviscid" 
part itself is not known. An iterative procedure is necessary 
but in practice one or two iterations are sufficient. The 
quantity which must be known with adequate precision is the 
"inviscid" flow angle, in order to deduce correctly the 
transverse velocity profile. 
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Coming back to the comparison between theory and ex
periment, we must point out that the transfer of the secondary 
vorticity was done on planes parallel to the lateral walls of the 
cascade. The wall shear layer displacement effect was in this 
respect neglected. The influence of the trailing vorticity was 
equally well neglected in the calculation of the flow properties 
downstream of the trailing edge. 

Finally, the fluctuation terms in this analysis were not taken 
into account except on the basis of the experimental results. 
Note, however, that the secondary vorticity concept provides 
us not only with a velocity field but also with a field of 
velocity gradient. This information could be used in order to 
make a first estimation of the fluctuation terms. 

We can conclude by saying that: 

(a) We have presented a method of calculation of the 
secondary flows developing along the lateral walls of a 
compressor cascade. This method is based on the secondary 
vorticity concept and concerns circumferentially mean 
averaged quantities. 

(b) Discussing the secondary vorticity concept we have 
pointed out certain aspects of the internal flow viscous layers. 
In our opinion, these aspects must form integral part of any 
attempt to analyse them theoretically and experimentally. 
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Fig. 15(a) Schematic representation of the model used for the 
calculation of the tip clearance effects. The plane presented is per
pendicular to the axial direction and found at a distance x0 from the 
leading edge, (b) Schematic representation of the tip clearance vortex 
formation. The mass injected through the tip clearance into the vortex 
is conserved inside the vortex core. 

(c) We have described how the tip clearance effects could 
be introduced into the present calculation method. A tip 
clearance vortex model was introduced to this effect. 

(d) We have compared the present calculation method with 
available experimental results for both cases with and without 
tip clearance. The agreement between theory and experiment 
was found to be sufficient for engineering purposes. 
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Fig. 16(a) Schematic representation of the flow inside the tip-
clearance gap. The tip clearance flow is coming out of the suction side 
of the tip clearance gap with y-wise uniform velocity u(X). 
(b) Schematic representation of part of the blade tip region which 
helps in understanding the development of the expression giving the 
vortex intensity r (equation (43)). 

tip-clearance vortex used in the present work is basically the 
one proposed by Lakshminarayana [26]. Details concerning 
the reasons which led us to adopt it well as pertinent 
bebliography concerning the tip clearance effects and their 
importance may be found in reference [25]. 

Lakshminarayana, on the basis of experimental evidence, 
assumes that the tip clearance vortex core radius a has a finite 
value. This situation is schematically presented in Fig. 15(a), 
which gives the trace of the tip clearance vortex on a plane 
perpendicular to the axial direction at a distance x0 from the 
cascade leading edge. 

The visualizations realised by Flot [16] show that the flow 
inside the tip clearance seems to be roughly parallel to the 
cascade front. This explains why we have considered the trace 
of the tip-clearance vortex on such a plane. 

The Induced Velocity. Considering the plane presented in 
Fig. 15(o) and assuming that the vorticity inside the vortex 
core is constant and outside of it zero, we have 

£/ (y<z) = const inside the vortex core 
(33) 

kj (y<z) = 0 outside of the vortex core 

Let <Pj(y,z) be the stream function associated with the 
velocity field induced by the tip clearance vortex. The two 
velocity components v and w along the v and z directions, 
respectively, are expressed as follows 

v(y,z) • 
dz (y,z) (34) 

A P P E N D I X 

The Semi-Empirical Information Concerning the Tip-
Clearance Vortex 

The model describing the position and the strength of the 
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w{y,z)-
dy 

(y,z) 

The boundary conditions demand that \[/j be zero on all 
four sides of the rectangle formed by the pressure and suction 
sides and the upper and lower cascade walls of Fig. 15(a). 

Then \pj is given as the solution of the following Poisson's 
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equation 

A+' = W + l*=*jly) (35) 

Equation (35) was solved and the circumferentially mean 
tip clearance velocity profile was obtained using the method 
described in reference [26] for a number of cases. Additional 
calculations of the circumferentially mean velocity profile 
were performed, using the circumferentially mean vorticity 
distribution l-j(y) and the method of reference [4]. The 
results of the two calculations were practically the same. For 
simplicity, we decided to adopt the second calculation 
procedure and obtain the circumferentially mean tip clearance 
velocity profile, using fy (y). 

If the center of the vortex core is found at a distance (a+f) 
from the upper cascade and wall [26], the circumferentially 
mean value of the tip clearance vorticity is given as 

2 r , 
\i 0 0 = f ~Ja2-(y-a-J)2 (36) 

sira1 

In this way the knowledge of the distance b (see Fig. 15) is 
not necessary. On the contrary, in order to define the mean 
vorticity lj(y) it is necessary to know the core radius a and 
the vortex intensity T. 

The Radius of the Vortex Core. Following Horlock and 
Lakshminarayana [26, 27], we can assume on the basis of 
experimental evidence, that the mass flowing through the tip 
clearance into the tip clearance vortex is conserved inside the 
tip clearance vortex core (see Fig. 15). 

Consequently, assuming uniform flow through the tip-
clearance gap and considering the flow up to a distance x0 

from the leading edge we can write for the mass flow rate 
[ms.]x through the tip clearance from the leading edge up to 
the point x = x„ 

[ms.]Xo = P P'j'u(x)-dx (37) 

where u(x) is the .y-phase uniform velocity through the tip 
clearance gap. 

Assuming isentropic flow through the tip clearance gap 
along a streamline AB (see Fig. 16) and a pressure difference 
Ap between the two sides of the blade at tip, Bernoulli's 
equation gives the following expression (26) for the tip-
clearance velocity 

«(s) = K 1 . s in |3 'Ul + T /
2

2 ' A / ?
2 / F - l ] (38) 

where /3' is the mean blade camber angle and Vx is a 
characteristic flow velocity at the vicinity of x„. 

In the present work, Ap is calculated taking into account the 
value of the defect force terms at y —j and the characteristic 
velocity Vx is taken equal to the value of the longitudinal 
velocity at y =j. 

The mass flow rate [ms.]x may be equally expressed in the 
following way 

lmSj]Xo=WIXo'a
2 (39) 

where Vlx is the axial component of the velocity F, at x = 
x0. Consequently, combining equations (37) and (39), we have 

lj[\x;«M'dx} 
a(x0)=<\ (40) 

^ I-* Vix, 

W can see that the knowledge of a(x0) does not introduce any 
additional unknowns to our problem. 

The Intensity of the Vortex Core. The vortex lines coming 
out of the blade tip (tip plane, see Fig. 15) are carried away by 
the flow and assume more or less its direction. Assuming that 
the circulation is conserved, we can calculate the tip-clearance 
vortex intensity, considering the tip plane (see Fig. 16). 

The vortex intensity V is given by the following expression 

r = \ V>ds+ f Y-ds+ \ V-d? (41) 
JAB J BC JCA 

In reference [25], introducing the simplifications presented 
in Fig. 16, the following expression is derived for the intensity 

r 
r = ( (Ve-V,)dl-ue (42) 

JAB 

where e is the tangential blade thickness. 
This expression, assuming that the kinetic energy 1/2-pu2 is 

lost, becomes 

rxo /2-Ap s\ Vl +tan2(3' r=L (-f-i)—2^-'dx-u' (43) 

where 

s= " u2-Jl+tan2$'-dx (44) 
Jo 

L= " V l + t a n 2 ( 3 ' ^ x 
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Solution of Plane Cascade Flow 
Using Improved Surface 
Singularity Methods 
A solution method has been developed for calculating compressible inviscid flow 
through a linear cascade of arbitrary blade shapes. The method uses advanced 
surface singularity formulations which were adapted from those found in current 
external flow analyses. The resulting solution technique provides a fast flexible 
calculation for flows through turbomachinery blade rows. The solution method and 
some examples of the method's capabilities are presented. 

Introduction 

Current design of turbomachinery blade rows relies on the 
use of computer codes to model the flow on blade-to-blade 
surfaces. Most of the codes currently used for blade designs 
model the flow as inviscid, irrotational, and compressible. 
The flow field is solved using finite difference or finite 
element numerical techniques. The solutions given by these 
codes can be quite accurate. However, it has been the ex
perience of the author that use of the field techniques can 
require an experienced user to manipulate input data and 
control parameters, and that these codes may also limit a 
designer in the types of blade geometries, cascade con
figurations, and flow conditions that can be considered. The 
designer can therefore spend a considerable portion of his 
effort in making a preliminary design conform to the 
requirements and eccentricities of a particular flow analysis 
code. In order to accelerate the blade design process and give 
the designer more freedom in developing blade shapes, a 
simple blade-to-blade flow code has been developed. The 
objective of the code is to provide a versatile, stable, and 
efficient calculation which has sufficient accuracy to deter
mine the basic merits of a particular blade row design. The 
simple code provides a means of rapidly screening blade 
designs for analysis by more complex codes which have better 
accuracy. 

The panel or integral equation solution technique was 
selected as a basis for the simple design code. This technique 
meets the requirements of being a versatile, stable, and ef
ficient calculation scheme. It is however an incompressible 
solution and requires the use of a compressibility correciton to 
account for compressible flow effects. 

Panel solutions have been used for several years by external 
aerodynamicists who have developed and refined them into 
one of the primary design tools of the aircraft industry. In the 
past, internal flow aerodynamicists such as Martensen [1], 
Geising [2], and Hess and Stockman [3] have made use of 
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ASME Headquarters December 18, 1980. Paper No. 81-GT-169. 

integral solutions, but the basic technique has not been 
pursued extensively for internal flow problems. 

In this paper, a panel solution is described for inviscid 
compressible flow through a plane cascade. An in
compressible solution is developed using advanced integral 
equation formulations. Compressibility effects and stream 
channel variations are included by adapting the Lieblein-
Stockman correction technique [4] from engine inlet 
calculations to the cascade problem. Several example 
solutions are given to demonstrate the capabilities of the 
method. 

Analysis 

The general cascade problem is shown in Fig. 1. The 
governing equations and boundary conditions for an inviscid 
incompressible cascade flow are the following: 

v • V = 0 (1) 

P+ — pV2 • 
2 

•• constant = P, 

body 
surface body 

surface 

(2) 

(3) 

V - V / a s x - ^ o o (4) 
V - V £ a s A - - + o o (5) 

The solution is developed using a velocity potential which is 
the sum of a constant velocity potential plus a disturbance. 
The constant velocity potential is determined from the mean 
of the upstream and downstream velocities. The distrubance 
quantities are unknown. 

* = 0 ousel + <t> 

V = - v * = VonseI+v (6) 

The constant or onset velocity and potential satisfy continuity 
(equation (1)) exactly. The disturbance potential and velocity 
are to be determined so that continuity is satisfied. 

v • v = v 24> = 0 (7) 

(8) 
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Fig. 1 Cascade problem 

The flow field is determined by solving equations (6), (7), and 
(8) subject to boundary conditions (3, 4), and (5). The 
momentum equation (2) does not enter into the calculation 
except to relate the pressure to the velocity field. 

-+ END POINT 
» CONTROL POINT 

Fig. 2 Panel representation of turbomachinery blade 

The equation for the disturbance potential (equation (7)) is 
Laplace's equation. Since it is a linear equation, superposition 
of known simple solutions of Laplace's equation may be used 
to develop more complex solutions. A general solution to flow 
over a body or cascade of bodies may be developed by using 
basic incompressible potential flow solutions for source and 
vortex flows distributed along the body surfaces, and varying 
the strength of the source and vortex singularities so that the 
problem's boundary conditions are satisfied. This is the basis 
of the panel method as described by Hess and Smith [5]. 

In practice, the surface of the body is represented by in
scribing a polygon as shown in Fig. 2. The simple source and 
vortex singularity solutions are described over each element, 
and a control point is selected on each element where the 
normal velocity boundary condition is to be applied. There 
will be n element end points and n - 1 control points. The 
first and nth element end points are coincident. 

The simplest form of the solution would be to use flat 

As,Bs,Av,Bv, 
Ad,Bd = 

C = 
c = 

u = f = 

n,t = 

P = 

S = 
.S = 

V = 

v = 
X,Y = 

x,y = 

source, vortex, and 
vortex jump in
fluence coefficients 
blade chord 
curvature parameter 
unit vectors 
a control point on 
the cascade surface 
surface unit normal 
a n d t a n g e n t i a l 
vectors 
arbitrary point in 
space 
cascade pitch or gap 
surface distance 
from center of panel 
velocity relative to 
the blade 
disturbance velocity 
T U - O / S , 7r(y~ 

v)/s 
coordinate system 
associated with the 
point where the 

a 

P 

A 

U 

a,y,8 

* 

<t> 

e 

p 
V 

velocity is to be 
calculated 

= flow angle relative 
to axial direction 

= cascade stagger or 
blade setting angle 

= element or panel 
chord length 

= coordinate system 
associated with 
cascade elements 

= source, vortex, and 
vortex jump 
singularity strengths 

= total velocity 
potential 

= component of total 
velocity potential 

= orientation angle of 
panel or velocity 
point coordinate 
system with respect 
to reference 
coordinate system 

= fluid density 
= gradient vector 

operator 

Subscripts 
i,c = 

E,I = 

ij,k = 

N,T = 

TE = 

t = 

U,L = 

onset = 

Superscript 
( " ) = 

incompressible and 
compressible 
exi t and in le t 
conditions 
panel indices for 
source, vortex, and 
vortex jump 
singularity strengths 
normal and 
tangent ia l com
ponent on blade 
surfaces 
trailing edge 
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stagnation or total 
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upper and lower 
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Fig. 3 Cascade panel elements 

elements with constant source and vortex singularity strengths 
over each element and the control points located at the center 
of the flat element. However, Hess [6] demonstrated a means 
of developing higher order accurate panel solutions by using 
curved elements with varying singularity strengths and 
locating the control points closer to the true body surface. 
Building on Hess's work, a higher order accurate panel 
solution is developed for linear cascades. 

Cascade Panel Formulation. A single cascade panel is 
shown in Fig. 3. The panel has associated with it a Cartesian 
coordinate system with unit vectors i,j. The coordinate system 
is centered on the panel. Its origin is located at the panel 
control point and the x or £ axis is aligned with the panel 
chord. The velocity at any point P due to the singularity 
distribution along each cascade panel is to be determined. The 
coordinates for point P are denoted as x, y and those for 
points on the panel as £, -q. 

Hess showed that the velocity at any point P due to a single 
panel with a source strength distribution, a (s), is given by 

H"„[^'+'-?']"<« (9) 

where 

r=4{x-£)1+(y-Ti)1 

For a cascade problem, a series of these integrals is needed. 

"J -A/2 L r2 V = 2 

+ i , _ 1 ^ 

(x-t)i+(y-(v-kS))i 
»=i - (x-H)2 + (y-(r,-kS))2 

(x-tj)i + (y-(v + kS))j 

(x-tf+iy-iv + kS))2)!—' d!i 
]]<r(s) -4rdl (10) 

where k is the summation index for cascade bodies. This series 
is the cascade potential velocity which was shown in reference 
[2] to be 

2TT 

where 

r [ 
J - A / 2 L 

sinh(JQcosh(,Y) i + sin( Y)cos( Y) j ' 
s inh 2 ( JO+s in 2 (y ) 

Hs) ~ dt 
d% 

X=~(x-^); Y=^{y-V) 

(11) 

Hess [6] developed the higher order panel formulas by 
integrating equation (9) using series expansions for the dif
ferent terms in the integrand. These expansions for a second 
order accurate panel solution are 

ff= ag + a^ + Ois2) 

2 

^"fw) 
rf rf 

(12) 

where 

r = V C ^ ,f = ^Kx-iY+yl 

The factor c appearing in the series expansion is related to the 
panel curvature and is determined by a three point curve fit 
using the averaged element slopes at the end points of the 
panel. The expansion of l/r2 is needed for numerical 
stability. As point P approaches the path of integration, the 
integrand becomes very large and the resulting expresion for 

"f velocity becomes divergent. The expansion in terms of r. 
alleviates this problem. 

In the present study, equation (11) was integrated 
numerically. The series expansions for 17, s, a in terms of £ 
were substituted into the integrand. The resulting expression 
was evaluated using a three point (£ = - A/2, 0, A/2) 
Simpson's rule. Again, numerical difficulties were en
countered in calculating the integrands as the velocity point 
approached the path of integration. However, from equation 
(10), it can be seen that only the first term in the series is 
causing the difficulty and that this term is identical to the 
velocity equation for an isolated body (equation (9)). 
Therefore, the numerical problem may be avoided by sub
tracting the first term of the series from the integrand, in
tegrating, and adding Hess's analytical expression to the 
integral. Equation (11) becomes 

sinh(X) cosh(X) i + sin( Y)cos( Y) j 
S J -A/2 L sinh2(^) + s in 2(7) 

isolated 
body 

(13a) 

Equation (13a) has been developed for a source singularity 
distribution. It can also be used for the vortex singularity 
distribution since from incompressible potential flow theory, 
the source and vortex singularities are related. The vortex 
equation would be similar to equation (13a) except a would be 
replaced by 7, the velocity components change, the resulting 
equation is 

2TT r A /2 1 

S J -A/2 J 
sin( y)cos( Y) i - sinh(JQcosh(X) j 

sinh2 (X) + sin2 ( Y) 
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Integral Equation Formulation. The integral equation 
formulation of Bristow [7] was used in the present cascade 
panel solution. The primary feature of this formulation is the 
use of Green's third identity [8]. Bristow demonstrated that 
by using this identity for two dimensional flow, a direct 
relationship can be developed between the onset flow and the 
source and vortex singularity distributions. Along the body 
surface, the tangential and normal velocity will be given by 

1 ^ = ^ , 1 + 7 (14a) 

VN=Va-man + <j (14*) 

These relationships mean that the singularity strengths will 
remain bounded regardless of the flow boundary conditions 
or geometry. Bristow [7] showed that the mild singularity 
strength distribution generated by using Green's third identity 
will result in panel solutions which are less sensitive to 
coordinate smoothness and thin airfoil geometries. 

Before making use of Green's third identity, an ap
proximation of equation (6) is needed. This can be written in 
scalar components as 

M - l 

y.xp = ^onsacos^ - < * ) + ! ] Aspiai 
1 = 1 

n in 

+ D Avpjjj + £ Adpk8k (15a) 
y = l * = i 

n - l 

Vyp = - Vomctsm(dp - a) + J2 BSpjOi 
/= i 

u m 

+ I > < V , Y J + I > ^ A (156) 
j ~ \ k=\ 

The first terms in the equations (15) are the contribution of 
the constant or onset velocity to the total velocity vector in 
equation (6). The angles 0 and a are the orientations of the 
coordinate system associated with point P and the onset 
velocity vector with respect to a reference direction. The 
summation terms represent the disturbance velocity v in 
equation (6). Each term in the summation is an integration of 
equations (13a) or (13ft) over one of the elements which make 
up the cascade body. The A's and B's in the summation are 
coefficients of the singularity strength values from the 
element integrations. These influence coefficients depend on 
the geometry of the problem and must be recalculated for 
each point where a velocity calculation is to be made. The 
source strengths a which are assumed to vary linearly over the 
element surface are defined in terms of the element control 
points using a three point curve fit. The vortex strengths y 
also are assumed to vary linearly, but they are defined in 
terms of the element end points using four point divided 
differences, the additional singularity strengths 5 are part of 
the vortex singularity distribution. They represent a jump in 
the vortex strength which Green's identity, equation (14a), 
indicates will occur at discontinuities in surface slopes. Such 
discontinuities are encountered, for example, at sharp leading 
and trailing edges of blades. When a surface slope discon
tinuity is encountered in the calculation, one sided curves fits 
and differences are used for the source, vortex, and geometry 
terms on each side of the discontinuity. 

Normalizing equations (14) and (15) by the onset velocity 
magnitude, applying equation (15) to a control point Con the 
body surface, and resolving the calculated velocity into 
tangential and normal velocity components, expressions for 
the surface velocity may be written which relate Green's third 
identity to the integral equation approximation. 

KT(, = c o s ( 0 f - a ) + 7 * (16a) 

VN( = - sin(0f - a ) + fff (16ft) 
/i - I n 

VT =cos(dt-a) + X)As f t0,+ 'EAvyjj 
i = i y = i 

in 

+ Ti Ad^i (16c) 
* = l 

n n-\ 

VNf = - s i n ( 0 f - a ) + J^ BSffOi + ] £ Bvyyj 
,= i j=\ 

m 

+ Y,Bd(k8( (I6d) 
k=\ 

where y with an * denotes that the vortex strength is evaluated 
at a panel control point, while 7 without an * is evaluated at 
the panel end point. 

A system of linear algebraic equations to calculate the 
singularity strengths may now be constructed. This system of 
equations is similar to those developed by Bristow [7] for 
isolated bodies. These equations are generated by using the 
normal velocity surface boundary condition, farstream 
boundary conditions, and a tangential velocity error 
minimization equation. The normal velocity boundary 
condition is first used with equation (16ft) to solve for the 
source strengths, and then with equation (I6d) to give n - 1 
equations. The farstream boundary conditions, the given inlet 
and exit flow angles, are used to calculate the circulation of 
the cascade. This is used with equation (16c) to provide one 
equation. The tangential velocity error minimization 
equations are needed if there are surface slope discontinuities, 
and vortex jump strengths are to be calculated. One 
minimization equation will be added to the system for each 
surface slope discontinuity. The tangential velocity error 
function is the sum of the squares of the difference between 
equations (16a) and (16c) multiplied by the local panel chord 
length. 

This system of equations satisfies all the problem boundary 
conditions and includes all the unknown singularity strengths. 
However, there is one more equation than unknowns. This 
occurs because the first and last element end points are 
coincident for a closed body and therefore 71 and y„ are 
equal. The additional unknown used to complete the system is 
an assumed uniform error in the normal velocity boundary 
conditions. The uniform error variable is denoted as e and is 
included in the normal velocity equations. 

In final form, the equations to be solved for the singularity 
strengths and uniform error are: 

1 Normal Velocity Surface Boundary Condition 

(7,=sin(0,-a) + VN. (17a) 

n m 

X) Bvyyj + e + £ Bdlk5k = VN( + sin(0f - a) 
y = i * = i 

n - 1 

-LX", (nft) 
1 = 1 

2 Circulation 

T = S cos(a)[tan(a /) — tan(a£) ] 

= ® VTds (17c) 
J body 

n-\ n m . 

E ( E ^ y + L ^ * 8 * ) A ' = r 

f=i V = i * = i ' 

n-1 , n - 1 , 

- E (cos(0 p -a) + Y^Astioi)A( (lid) 
f=i v 1=1 ' 
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Fig. 4 Kutta condition configurations 

3 Tangential Error Minimization 

r,fi - K r „ . ) ? A , | = 0 
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If only the upstream flow conditions are given, the cir
culation cannot be calculated directly and equation (lid) is 
replaced by a Kutta condition. An iteration procedure is then 
used to find the proper onset flow direction and circulation. 
The Kutta condition for sharp trailing edges is the same as 
Bristow [7] used, that is, flow normal to the trailing edge 
bisector is zero. For the round trailing edge found in tur-
bomachinery, this condition is modified. Two-line segments 
are constructed parallel to the trailing edge bisector from the 
trailing edge circle tangency points of the upper and lower 
blade surfaces. At a point on each line just downstream of the 
trailing edge, the normal flows to these lines are required to be 
equal and opposite. The two types of Kutta conditions are 
illustrated in Fig. 4. The Kutta condition equation is written 
as 

, /=i 

E (BvTEiU+BvmL)jyj+2e = 2 sm(6TE-a) 

- X) (BsTEiU + BsTEX)iOj (18) 

In the iteration procedure equations (17a, 17b, 18), and (lie) 
are solved using a guessed value for a. The resulting 
singularity strengths are used in equation (lid) to determine 
the circulation. The calculated circulation and onset flow 

Case 

Gostelow 

Katsanis 

Hobson 

Sanz 

Table 1 

I n l e t 

v/vcr 

0.231 

0.610 

0.826 

" I 

53.5 

0 

46.123 

44.61 

Sample calculations 

Exit 

v/vcr 

0.727 

0.610 

0.529 

a E 

30.025 

-67.00 

-46.123 

3.91 

Gap 

1.239 

0.747 

0.526 

0.863 

Number 

panels 

49 

32/98 

61 

51 

CPU s 
IBM TSS/370 

2.42 

1.54/7.30 

3.43 

2.61 

angle a are then used in the following relation to determine 
the upstream flow condition 

a; = tan" 
s i n ( a ) + r / ( 2 S n 

cos(a) J (19) 

If the calculated value of a, differs from the specified inlet 
value, the onset flow angle a is updated and the procedure is 
repeated. 

This system of equations is solved using a direct method. 
The technique used is known as Cholesky's method. It 
resolves the coefficient matrix into upper and lower triangular 
matrices so that additional solutions for variations in surface 
normal velocities and farstream boundary conditions require 
only a back substitution. This property is used in the iteration 
procedure for the Kutta condition and in the calculation of 
multiple inlet and exit flow angle cases. 

Compressibility Correction. The internal flow com-
pressiblity correction of Lieblein and Stockman [4] is used in 
this study. This correction has been used successfully for a 
number of years to calculate engine inlet flows. The 
correction is expressed in the following form 

Vc=V,(Pi/pc)
yi'fi (20) 

where Vc is the corrected compressible velocity, V, is the local 
incompressible velocity from the panel solution, p, is the 
incompressible density taken to be the stagnation density p,, 
pc is the average compressible density, and V, is the average 
incompressible velocity across the flow passage. The average 
compressible density is found by solving the following ex
pression derived from the one-dimensional continuity 
equation and the isentropic relations. 

where y is the ratio of specific heats and V„ is the critical 
velocity. The average incompressible velocity is calculated on 
planes which are normal to the mean flow and which contain 
the local velocity to be corrected. 

For inlets with little streamwise turning of the flow, the 
application of the compressibility correction is straight
forward. The mean flow direction can be assumed to be 
approximately normal to axial stations and the average in
compressible velocities are calculated using the axial station 
flow areas. However, for cascade flows with significant 
amounts of flow turning, the mean flow direction cannot be 
assumed and must be calculated. In this study, the com
ponents of the mean velocities are first calculated at axial 
stations by using continuity and circulation equations. Next, 
the mean flow direction through the blade passage is deter
mined from the axial station velocity components. Planes 
normal to the mean flow are then constructed for each surface 
velocity to be corrected. Finally, the average incompressible 
velocity on the normal planes is found by interpolation of the 
axial station values. 
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Fig. 6 Compressible cascade flow 
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Stream Channel Variation Corrections. A simple correction 
for the stream channel variations was made during the 
compressibility correction calculation. The incompressible 
surface velocities and mean flow are calculated assuming a 
uniform stream channel height using the inlet flow conditions 
as a reference. These velocities are then scaled by the ratio of 
the inlet to local specified stream channel height. The 
resulting scaled velocities are used in the compressible 
corrections of equation (20). 

Sample Calculations and Discussion 

Four sample calculations are presented to demonstrate the 
solution method. Table 1 shows the general flow and solution 
conditions for each calculation. All examples were calculated 
using the IBM 3033 computer at Lewis Research Center. A 
FORTRAN computer code of the solution method was 
developed for the calculations. Most blade shapes were ap
proximated by using 40-60 elements and the solution required 
less than 4 s of computer time. While this computation time is 
very rapid, it should be noted that compressible field methods 
have been reported which have run times on the same order 
[9]. In the Gostelow and Sanz cases, the cascade airfoil shapes 
were described directly using discrete points. However, in the 
Katsanis and Hobson cases, the cascade body shapes were 
generated by using spline fits for the upper and lower sur
faces, and circles or ellipses for the rounded leading and 
trailing edges. 

Incompressible Cascade Flow. The exact incompressible 
solution of Gostelow [10] is compared with the present 
solution in Fig. 5. The large velocity gradients in the leading 
edge region and the flow past the thin trailing edge are well 
modeled by the panel solution. The overall agreement between 
the two solutions is very good. 

HOBSON 
HODOGRAPH SOLUTION 

PANEL SOLUTION 

.2 .4 .6 
X - AXIAL DISTANCE 

Fig. 7 Transonic cascade flow 

Compressible Cascade Flow. In Fig. 6, a comparison is 
shown between the panel solution and the finite difference 
solution of Katsanis [11] for a turbine stator. Blade surface 
velocities are in the high subsonic range. The overall solution 
agreement is good, but differences do occur along the 
pressure surface and near the suction surface trailing edge. 
These differences are attributable to the compressibility 
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Fig. 8 Supercritical compressor stator 

correction, since the two solutions were found to be identical 
for incompressible flow through the same cascade. 

The general accuracy of the panel method is also shown in 
Fig. 6. Two panel solutions are shown with a different 
number of panels used in each case. The less accurate solution 
with fewer panels differs slightly from the more accurate 
solution. Most of this difference occurs in the leading edge 
region where large variations in surface curvature occur. The 
coarser paneling is unable to resolve the rapid change in 
curvature and as a result the curvature effect on the flow is 
smeared over a larger surface area. By considering the terms 
used in developing the cascade panel solution, the accuracy of 
the solution should be on the order of the panel size squared; 
although this accuracy has not been verified. 

Transonic Cascade Flow. Comparison with transonic 
hodograph solutions are shown in Figs. 7 and 8. In Fig. 7, the 
comparison is with Hobson solution [12], and in Fig. 8, the 
comparison is with a Sanz cascade blade design using the 
hodograph solution technique of Bauer, et al. [13]. The panel 
solution compares well with the hodograph solutions for the 
sophistication of the computation involved. 

Discrepancies in the solutions are caused primarily by the 
compressiblity correction which cannot be expected to exactly 
predict the flow at such a high level of compressibility. The 
large velocity spike at the leading edge of the compressor 
stator is due to the lack of blade geometry information given 
in the region, and the extraneous velocities downstream of the 
blade trialing edge are caused by an extension of the blade 
downstream to account for the blade wake. 

Kutta Condition and Stream Channel Variation 

In the sample calculations just presented, the downstream 
flow angle was given. These calculations have also been made 
using the inlet condition and a Kutta condition to determine 
the downstream flow condition. The calculated downstream 

flow angles were 31.19 deg (Gostelow), -67.88 deg (Katsanis, 
32), -67.23 deg (Katsanis, 98), -44.16 deg (Hobson), and -
31.0 deg (Sanz). In the first two cases, Gostelow and Katsanis, 
the flow leaves the blade surface smoothly with little deviation 
from the trailing edge blade angle and the Kutta condition 
works well. However, in the Hobson and Sanz cases, there is 
significant flow deviation at the blade trailing edge and the 
Kutta condition results are poor. Some improvements in these 
results could be made by including a deviation model in the 
Kutta condition formulation. 

The effect of stream channel variation on the flow has not 
been studied extensively. Some comparisons have been made 
with the finite difference code of Katsanis [11] for subsonic 
flows and the agreement was good. 

Conclusion 

Current external aerodynamic integral equation techniques 
may be adopted for use in internal flow calculations. The 
inherent computational speed and flexibility of integral 
equation solution can make them very useful for design 
calculations. The present cascade method is a versatile design 
tool that will allow a designer to explore many preliminary 
blade designs in a short period of time. Although the method 
does not give exact solutions for compressible flows, example 
calculations do demonstrate that it is sufficiently accurate to 
provide a means of selecting blade designs for further 
analysis. 
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Supersonic Stall Flutter of High-
Speed Fans 
An analytical model is developed for predicting the onset of supersonic stall 
bending flutter in axial-flow compressors. The analysis is based on a modified two-
dimensional, compressible, unsteady actuator disk theory. It is applied to a rotor 
blade row by considering a cascade of airfoils whose geometry and dynamic 
response coincide with those of a rotor blade element at 85 percent of the span 
height (measured from the hub). The rotor blades are assumed to be unshrouded 
(i.e., free standing) and to vibrate in their first flexural mode. The effects of shock 
waves and flow separation are included in the model through quasisteady, 'em
pirical, rotor total-pressure-loss and deviation-angle correlations. The actuator disk 
model predicts the unsteady aerodynamic force acting on the cascade blading as a 
function of the steady flow field entering the cascade and the geometry and dynamic 
response of the cascade. Calculations show that the present model predicts the 
existence of a bending flutter mode at supersonic inlet M'ach numbers. This flutter 
mode is suppressed by increasing the reduced frequency of the system or by 
reducing the steady-state aerodynamic loading on the cascade. The validity of the 
model for predicting flutter is demonstrated by correlating the measured flutter 
boundary of a high-speed fan stage with its predicted boundary. This correlation 
uses a level of damping for the blade row (i.e., the log decrement of the rotor 
system) that is estimated from the experimental flutter data. The predicted flutter 
boundary is shown to be in good agreement with the measured boundary. These 
results show that the model can be used to estimate the relative stability between 
operating points of a given rotor system. If, in addition, a measure of the 
mechanical damping of the rotor system is available, the model can also be used to 
estimate the absolute stability at an operating point. 

Introduction 

Flutter can result in costly (both in time and money) 
overruns in turbofan-engine development programs. Solving 
the problem of flutter (at the engine development stage) may 
well mean major engine redesign and retesting. For this 
reason, engine manufacturers and government agencies are 
currently supporting numerous research programs in an 
attempt to develop flutter prediction systems that can be used 
to design flutter-free engines. To date, these research 
programs have identified five regions of the compressor 
performance map where flutter is generally encountered (Fig. 
1). 

Of the five regions shown in Fig. 1, the supersonic low 
back-pressure flutter region has been the most thoroughly 
investigated analytically [1 - 3]. In general, these analyses 
have considered the flow field through a cascade of two-
dimensional airfoils undergoing simple harmonic pitching or 
plunging. The gas stream was assumed to be an inviscid, 
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nonconducting, perfect gas. Shock waves that originated in 
the flow field were assumed to be weak so that supersonic 
small-disturbance theory could be used. Although these 
assumptions appear to oversimplify the flow conditions 
encountered by a rotor at the onset of flutter, the flutter 
boundaries predicted by these analyses correlate well with 
experimental data. 

A recent analysis [4] has attempted to apply the supersonic, 
linearized, small-disturbance theory to higher backpressure 
operating conditions (i.e., region IV of Fig. 1) by including a 
finite-strength shock wave within the cascade passage. Results 
from this analysis show that the unsteady motion of the shock 
wave tends to induce bending flutter. The existence of this 
flutter mode is documented in reference [5]. 

The remaining operating region where supersonic flutter 
occurs (region V of Fig. 1) lies close to the stall line of a stage. 
Analyses of this region have not appeared in the open 
literature. Literature on this subject (e.g., [5 - 7]) generally 
presents experimental data to document the extent of the 
flutter region. These data provide a very limited base from 
which an empirical correlation can be derived for predicting 
the onset of this flutter mode. 

The objective of the present analysis is to develop a model 
for predicting the onset of supersonic stall flutter encountered 
by rotors that do not have part-span dampers or tip shrouds. 
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v*-Choke boundary 

Fig. 1 

Weight flow 

Compressor performance and stability map 

Experimental data reveal that the flutter mode is generally the 
first flexural mode at a reduced frequency (based on tip 
relative velocity and tip semi-chord) of about 0.2. The 
vibratory pattern around the rotor tends to be very 
regular: All blades vibrate at the same frequency but are 
shifted in phase by a positive interblade phase angle of about 
20 deg to 50 deg [7]. This positive phase shift implies that the 
vibratory pattern is traveling around the wheel in the direction 
of rotation (i.e., a forward-traveling wave). 

A further characteristic of the flow regime associated with 
stall flutter is shown by the steady-state pressure distribution 
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Fig. 2 Typical tip rotor static-pressure distribution near supersonic 
stall flutter boundary 

in Fig. 2. This pressure distribution was produced from 
measurements taken across a rotor tip while the rotor was 
operating near the flutter boundary. This figure clearly in
dicates a detached, leading-edge bow shock wave impinging 
on the suction surface of the adjacent blade. The large extent 
of the compression region at the base of the shock wave seems 
to suggest a separated flow region that would increase in size 
as the fan operating point moved toward the supersonic stall 
bending flutter boundary. 

The present analysis develops a flutter model for the highly 
complicated flow field illustrated in Fig. 2 by using two-
dimensional actuator disk theory. The effects of flow 
separation are included in the model through rotor-loss and 

N o m e n c l a t u r e 

b = airfoil semichord 
c = average blade chord and damping coefficient 
d = circumferential distance around wheel 

Fj = aerodynamic force 
hl = axial displacement of an airfoil 
h-i = tangential displacement of an airfoil 

i = yf-l 
K = constant 
k = reduced frequency based on circumferential 

distance, cod/q_„ 
kb = reduced frequency based on semichord, cob/q _ „,, 
k2 = wave number of disturbance along cascade plane 
M = Mach number 

Mb = mass of a rotor blade per unit length 
N = number of blades in rotor 
n = integer 

ni = unit vector 
P = total pressure 
p = static pressure 
q = magnitude of velocity field 
R = radial distance 
s = entropy 
T = temperature 
t = time 

Ut = velocity components 
U„ = relative velocity component normal to disk 
UR = rotational velocity 

^Aero = aerodynamic work per cycle of motion 
WD = energy dissipated per cycle of motion by 

mechanical damping 

w 

*i 

a 
& 
7 
5 

5 

6' 

i 
p 
a 

X 

Subscripts 

+ 00 

mass flow rate 
spacial coordinates 
incidence angle 
flow angle 
ratio of specific heat axial wave number 
log decrement; deviation angle, equation (13), 
(15) 
metal angle at leading edge 
metal angle at trailing edge 
stagger angle 
solidity 
amplitude of blade motion 
density 
interblade phase angle 
cascade pitch or average thickness of a rotor 
blade 
velocity potential 
total-pressure-loss coefficient 
frequency of oscillation 

upstream variable 
downstream variable 

Superscripts 

_( ) = steady-state variable 
( ) = time-dependent variable 

* = complex conjugate 
Rel = relative component 
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Enlarged view 

Fig. 3 Cascade plane deformation 

deviation-angle correlations. For low-speed flows, actuator 
disk flutter models have been able to predict the onset of a 
single-degree-of-freedom bending flutter mode (e.g., [8 and 
9]). The success of the models at low speeds suggests that a 
compressible actuator disk model might be capable of 
predicting the onset of bending flutter at supersonic speeds. 
This hypothesis has been confirmed by a number of 
calculations. These calculations, however, did require as input 
the interblade phase angle at the onset of flutter. So that this 
requirement could be avoided, the actuator disk model was 
modified to allow for moderate values of interblade phase 
angle. This modification results in a flutter model that can be 
developed into a flutter prediction system. The validity of this 
flutter prediction system is demonstrated by comparing the 
predicted flutter boundary of a high-speed fan stage with its 
measured boundary. 

Formulation 

The present analysis for stall bending flutter of an isolated 
rotor models the rotor as a two-dimensional cascade of 
airfoils. The cascade is defined by the blade-element geometry 
on a cylindrical surface at a distance R from the axis of 
rotation. The flow field in the cascade plane is assumed to be 
two dimensional, compressible, and time dependent. Viscous 
forces are considered only within the blade channel. The 
unsteady flow variables associated with the rotor vibratory 
motion are assumed to be smaller than their steady-state 
counterparts. These variables at an instant in time are 
required to be periodic around the wheel at a period equal to a 
fractional part of the circumferential distance d = 2irR. 

The motion of the airfoils in the cascade plane is restricted 
to simple harmonic plunging and edgewise motion at a cyclic 
frequency w (Fig. 3). In addition the motion of each airfoil at 
an instant in time is assumed to be shifted from that of its 
neighbor by an interblade phase angle of a = 2irn/N, where n 
is an integer and Nis the number of blades in the rotor. In the 
present analysis the reduced-frequency parameter kb and the 
interblade phase angle are assumed to be small. (Reduced 
frequency kb = cob/q^^,, where b is the semi-chord of an 
airfoil and g_„ is the magnitude of the relative inlet velocity 
in the cascade plane.) 

Field Equations. The governing linearized equations for 
the flow field upstream and downstream of the cascade are 
written with respect to the relative coordinate system. The 
variables in these equations are nondimensionalized by the 
steady inlet speed q_„, the circumferential distance around 
the wheel d, the inlet steady-state fluid density p_0o, and the 
inlet steady-state fluid temperature T_„. In addition the 
subscripts (oo, - oo) signify downstream and upstream flow 
variables. 

The linearized continuity equation for the upstream and 
downstream flow fields is 

dt dX: 
+ Pl 

3t7/,±. 

dX, 
= 0 (1) 

where the tilde denotes a time-dependent variable and the bar 
signifies a steady-state variable. The variables p, Uh t, and X, 
are the density, velocity components, time, and spacial 
coordinates, respectively. (See Fig. 3 for definition of 
coordinate system.) In addition the use of repeated indices 
denotes Summation with respect to the repeated index. The 
linearized momentum equations for the flow fields are 

dU; 
™+U, 

dU; 1 3 P , 
dXj dX, 

' • / • = 1 , 2 (2) 
dt 

where P±a> is the nondimensional pressure. The remaining 
field equations are the energy equation for an inviscid, 
nonconducting gas 

ds. 
+ U,_ 

ds. 
dt 

and the equation of state 
1 l_t± 

1 P, 

dX, 
= 0 

M2_ + 
1 1 P±c 

(3) 

(4) 

The variables appearing in equations (3) and (4) are the en
tropy s\ the ratio of specific heats 7; and the inlet steady-state 
relative Mach number M^„^ (The entropy was non
dimensionalized with respect to T^^/q2.^.) 

The present analysis assumes that there are no sources of 
entropy or vorticity upstream of the cascade. The upstream, 
unsteady velocity field must therefore be irrotational and 
hence is equal to the gradient of a potential function * _ „ , 
where 

T T — CO • i *-\ 
(5) 

The unsteady velocity field downstream of the cascade is 
expressed as 

£/,„ = -
9*„ 

Ixi 
+ 0? /=1,2 (6) 

where dQ^/dXj represents the irrotational component of the 
field and 0fjOa its rotational component. The source of the 
rotation field is the vorticity shed by the oscillating airfoils. 

The solution to the field equations is obtained by assuming 
a simple harmonic spacial and temporial dependency for the 
potential, the rotational velocity fields and the downstream 
entropy field. The details of the solution procedure can be 
found in reference 10. 

Boundary Conditions. It is shown in reference 10 that four 
boundary conditions must be specified at the actuator disk to 
relate the unsteady flow field to the cascade deformation and 
the steady inlet flow conditions. 

The first of these boundary conditions requires the flow to 
be continuous across the deforming disk. The analytical form 
of this boundary condition is 

(1 + P - „ )£/??-. = (P„ +P„)U*% a t * , =0 (7) 
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where U*f± „ represents the normal velocity components 
relative to the deforming disk. These velocity components to 
first order (i.e., small cascade-plane deflection) are equal to 

t/™ „ = [ ? , _ + a*_ 
dX, 

£/?.! = #!.=.+ a#0 
dh. 

- ^ 2 , » 

u, 
dh. 

dhi 

dX, 

+ UR, 

(8) 

(9) 
*•" dXx dt "2 '°° dX2 ' " *•" 

where hl is the displacement of the disk from its mean 
position in the axial (X{) direction (Fig. 4). 

The next boundary condition requires the total enthalpy 
with respect to the deforming actuator disk to be locally 
conserved across the disk. The equivalent mathematical 
statement is 

1 1 

•1 M2_ A* 
7" 1 M2_ 

+ 2qi a t X = 0 (10) 

where T± „ is the upstream and downstream gas temperature 
and <7±ei,is the magnitude of the relative velocity approaching 
and leaving the disk. The expressions for ^ r^are 

Q*t=\(Uu [(< 
d*_ 

dx. 
dht 

~d7 

Direction of 
relative flow 
exiting cascade 

Direction 
of relative 
flow entering 
cascade 

Normal to 
leading-edge 
plane 

Fig. 4 Geometry of deformed cascade 

[(' U, _„ + 
d*_ 

+ K + %T-irY 
(11) 

dX, 
3^i \ 

•K+&*<*--£)'] : (12) 

(15) to first order. The details of this expansion can be found 
in reference [10]. 

The last boundary condition specifies the local entropy that 
is generated as the fluid passes through the cascade. The loss 
associated with the local entropy rise is defined in terms of a 
loss coefficient defined as 

pRel pRel 
r 0 , - 00 Mj.oo 

X = (16) 

:P-„<72-id 

where h2 is the local displacement of the cascade in the 
tangential (X2) direction (Fig. 4). 

The third boundary condition requires that the local inlet 
and exit flow angles relative to the deforming disk satisfy a 
deviation angle correlation of the form 

n (13) 8=g{a, M_„>;u, 

where a is the local, relative incidence angle, M_„ is the local, 
relative inlet Mach number, fx is the local solidity of the 
deformed cascade, and 6' is the local stagger angle measured 
from the normal to the leading-edge plane (Fig. 4). The local, 
relative incidence angle is related to the local, relative inlet 
flow angle j3_„ measured from the normal to the leading-edge 
plane by the equation 

a = |8_B>-< (14) 

The variable 5,„ in this equation is the angle between the 
chord line and the tangent to the camber line at the leading 
edge. The corresponding relation for the local deviation angle 

5 = / 3 „ - ( (15) 

where p „ is the local, relative exit flow angle measured from 
the normal to the trailing-edge plane and 5m is the angle 
between the chord line and the tangent to the camber line at 
the trailing edge. 

Relationships for the angles, inlet Mach number and 
cascade solidity in the above equations are derived by ex
panding these variables along with equations (13), (14) and 

The variable P$*L „, — P^ in this equation represents the 
local total-pressure loss measured relative to the deforming 
actuator disk. The entropy rise across the disk is related to this 
quantity by the equation of state 

pRel 
M),-c 

pRel _ pRel 
" - ' O . o o — r 0,-c 

1- - 7 M 
— CO *-" GO 

Thus s„ must be equal to 

1 
(17) 

The analysis assumes that the local loss coefficient x is 
related to the local inlet flow field, as observed with respect to 
the deforming disk, by a relationship of the form 

X = x ( a , M _ 0 0 , M ' ) (18) 
As in equation (13) the parameters appearing in this equation 
can be related to the unsteady flow field approaching the 
cascade and the cascade deformation. Upon combining 
equation (17) with equation (18) the entropy rise across the 
cascade can be evaluated in terms of these perturbed quan
tities. 

Aerodynamic Force. Having described the procedure for 
determining the flow field surrounding the cascade, the 
unsteady forces acting on the cascade and hence its stability 
can be assessed. The aerodynamic force acting on the cascade 
is obtained by considering the flow field through a control 
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volume that is fixed to a cascade passage (Fig. 3). The present 
analysis assumes that the relative motion between neighboring 
airfoils, a measure of which is the interblade phase angle, is 
small and that the reduced frequency of this motion is also 
small. The first assumption implies that the spatial variations 
of the flow variables across a cascade passage are small and 
thus can be neglected. The low-frequency assumption suggests 
that the rate of change of mass and momentum within the 
control volume is smaller than the net mass and momentum 
flux across the control volume surface and thus will also be 
neglected. Based on these considerations the linearized 
momentum equation for the control volume illustrated in Fig. 
3 can be written as 

F, = (Poo -P-oo )f+(pa, -p^o, ) T 

+ WKd(0h„-Uu_„) + W(U]^-Uu_oo) (19) 

F2=(Pco-P-a,)fn2 

+ tf^d/z,. - # 2 , — ) + ^(^2,00 - f l 2 . — ) (20) 

where F, is the force exerted by the airfoils on the control 
volume, T is the pitch of the cascade, W9-^ is the mass flow 
exiting the control volume, and /J, is the unit vector normal to 
the exit plane of the control volume. (This equation can be 
derived by expanding the quasi-steady momentum equations 
for the control volume shown in Fig. 3 to first order in per
turbed variables. The details can be found in reference [10].) 

The work done by the aerodynamic force on an airfoil over 
a cycle of motion is equal to 

1 r r 2 ^* / - dh\ - dh\ \ 1 
w^ = -iH\o ( f>ir+ F ' irH (21) 

where (Re [ ] denotes the real part of the expression and the 
asterisk superscript signifies the complex conjugate of the 
variable. The airfoil's motion can be described by 

hi = hxe
ik2x2 em 

h2 = h2e
ik2x2eik< 

where k2, the wave number in the X2 direction, is equal to k2 

= 2 im. Equation (21) can be integrated to yield 

WAao = -6»(F ;A*) (22) 

where &>i [ ] represents the imaginary part of the expression 
within the brackets. At the onset of flutter the aerodynamic 
work per cycle is equal to the mechanical energy dissipated 
over a cycle. If the mechanical dissipative force is propor
tional to the velocity of the airfoil, the mechanical energy 
dissipated over a cycle of motion is 

C [[2*<k /3/J, dh\ dh2 dh~*2\ 1 

2p_oo<7-<»^ L J o ^ dt dt dt dt ' J 

where the damping coefficient C is defined as 

C = ^ * % = - (24) 
2TT a 

The variable 5 in this equation is the log decrement of the 
mechanical damping, and Mb is the mass per unit length of a 
rotor blade. This variable is defined as 

Mb=KpbTC (25) 

where K is a constant of proportionality, pb is the blade 
density, T is the average thickness of the blade, and c is its 
average chord length. Introducing this equation along with 
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equation (24) into the integrated form of equation (23) yields 

WD=25k(-^-)—kl(hlh*l+h2h"2) (26) 

Equating equation (26) with equation (22) and solving for 8 
establishes the minimum level of mechanical damping 
required for stability at an operating point as 

IT / P - „ \ 1 1 - -* 
•Wet = - r r ; ( ) i r M i n * [&n(F2/!2) 

2K\ Pb J ^ k2
b(hxhl+h2h2) 

c 

(27) 

The symbol Min .̂ denotes the minimum value of the function 
with respect to k2. If the available mechanical damping of a 
rotor blade exceeds this critical level, any small bending 
motion imparted to the blade will decay in time. Hence the 
system is stable and flutter will not occur. However, if <50nset is 
greater than the available mechanical damping of a rotor 
blade, any small bending motion imparted to the blade will 
cause the blade to flutter. 

Results 

For the flutter mode under study the amplitude of the 
motion increases monotonically along the blade span from the 
node line. For blades that are rigidly fixed at their root (i.e., 
mechanically constrained), the node line can be assumed to lie 
outboard of the blade platform (i.e., outboard of the 
aerodynamic hub of the blade). The node line of the first 
flexural mode of the rotor to be investigated later in this 
section is approximately 20 percent of span height outboard 
of the platform. Thus, the vibratory motion of the blade in 
the rotor at any spanwise section is 

hx = - f sin £'(20%) (28) 

/!2 = £cos0'(2O%) (29) 

where £ is the amplitude of the motion at the section and 
d '(20%) is the stagger angle at 20 percent of span. 

The aerodynamic work per unit of span at a given radial 
location depends on the amplitude of the motion of the 
section and the relative dynamic pressure of the incoming 
streamline to the section. Thus because both increase with 
distance from the hub, the total work done by the airstream 
on a blade is strongly influenced by the unsteady flow field 
surrounding the tip region. A simple calculation shows that 
this influence is concentrated in the outer 25 percent of the 
span. If the outer-casing boundary layer is assumed to in
fluence the flow field over 5 percent of the tip region of a 
blade, a direct correlation might exist between the flutter 
boundary of a rotor and a two-dimensional cascade whose 
geometry and dynamic response coincide with that of the 
rotor at 85 percent of span (i.e., algebraic mean of 75 and 95 
percent of span). The results presented in the remainder of 
this section are based on this premise. 

The objective of the first series of calculations is to establish 
the influence of reduced frequency kb and interblade phase 
angle on the aeroelastic stability of a cascade of airfoils. For 
this study a normalized damping parameter defined as 

5 „ = - - - ^ - ^ - i \-smd'(2(Wo)U.Fxe-ikix2e-ik<) 
2 P0Amb kb £ L 

+ cos d'(20°/o)WF2e-ik2x2e-ikl)~\ (30) 

is calculated as a function of kb and the interblade phase 
angle. The parameter p0 Amb in this equation is the inlet 
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Fig. 5 Calculated, normalized damping as a function of interblade 
phase angle and reduced frequency for NASA two-stage fan. 
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Fig. 6 Calculated, normalized damping as a function of interblade 
phase angle and weight flow for NASA two-stage fan at 85 percent of 
design wheel speed 

stagnation density measured in the absolute coordinate 
system. For 8N greater than zero the airstream is supplying 
energy to the cascade. If the mechanical damping of the 
cascade system is zero, the operating condition would be 
unstable. For values of &N less than zero the cascade is doing 
work on the airstream, and hence the system is stable. 

Solving equation (30) requires as input information the 
steady-state inlet flow properties, the geometry of the 
cascade, and the frequency of oscillation. A set of loss and 
deviation-angle correlations must also be specified. The 
present analysis makes use of the correlations derived in 
reference [10]. The steady-state inlet flow conditions are 
derived from the blade-element data, measured at 85 percent 
of design speed, of the second stage of the NASA 1450-ft/sec-
tip-speed two-stage fan. This blade-element data set is 
reported in reference [5]. The cascade geometry represents the 
geometry of the second-stage rotor element at 85 percent of 
span height from the hub. 

Figure 5 shows a plot of 8N as a function of interblade 
phase angle and reduced frequency kb for the second stage 
rotor operating at the flutter-boundary at 85 percent of design 
speed. This figure shows that the bending flutter mode is 
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Interblade phase angle, o, deg 
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Fig. 7 Original and modified analyses for NASA two-stage fan at 85 
percent of design wheel speed and 75.68 percent of design weight flow 

associated with a positive interblade phase angle (i.e., implies 
that the vibration pattern is traveling around the rotor in the 
direction of rotation). The figure also shows that increasing 
the reduced frequency stabilizes the motion at a constant 
interblade phase angle. 

Figure 6 shows a plot of 5^ as a function of interblade 
phase angle and percentage of design weight flow along the 
85-percent-speed line. For a given interblade phase angle, 
decreasing the weight flow at constant wheel speed (i.e., 
increasing the steady-state aerodynamic loading) tends to 
destabilize the rotor. 

The results presented in Figs. 5 and 6 are also consistent 
with the observed characteristics of supersonic bending flutter 
reported in reference [7]. 

A deficiency of the present theory, as shown by the results 
in Figs. 5 and 6, is that it predicts the damping, 8N to increase 
monotonically with interblade phase angle. This trend is 
physically unrealistic, and is a consequence of the small in
terblade phase angle assumption inherent in actuator disk 
theory. To overcome this deficiency an additional assumption 
was incorporated into the theory which limited the value of 
the aerodynamic damping. The assumption is made to replace 
a by sin a everywhere in the analysis. This assumption is 
mathematically constant with the actuator disk model. Figure 
7 shows the results obtained with this assumption in
corporated into the analysis. For Icrl < 45 deg, the modified 
analysis yields results that are comparable to those obtained 
from the original formulation. In addition the modified 
analysis predicts a finite maximum value for 6N for a = 90 
deg. This maximum value for damping is equal to the value 
computed at a = 1 radian using the original formulation. 
Experimental results of reference [7] show that this value for a 
(i.e., a = 1 radian) corresponds rather closely to the measured 
interblade phase angle of the least stable flutter mode. 

An additional validation of the modified analysis as a 
flutter prediction system for supersonic stall bending flutter 
can be established by showing that, for a given rotor, flutter 
will be observed whenever the predicted maximum value of 8N 

exceeds the normalized structural damping of a rotor 
assembly. For this demonstration the measured flutter 
boundary of a scaled model of Fan C of the NASA Quiet 
Engine Program [6] is correlated with the predicted boundary. 
The performance map for the scale model (Fig. 8) shows two 
flutter instability zones. The first zone is torsional flutter that 
occurs at part speed and lies close to the stall line. Just above 
this zone lies a zone of bending flutter that appears to extend 
past 95 percent of design speed. Only the bending flutter mode 
of this rotor is analyzed in this paper. 

Figure 9 shows a plot of the phase shift between the am
plitude time history of a rotor blade and the reference blade 
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Fig. 8 NASA rotating rig, fan C model 
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Fig. 9 Rotating rig blade phase data 95 percent speed, flexural flutter 

No. 17 at the 95 percent of the design speed flutter point. The 
data implies the flutter mode is predominately a 3 nodal 
diameter forward traveling wave which corresponds to an 
interblade phase angle of approximately 41 deg. This value 
for the interblade phase angle of the flutter mode correlates 
well with the data of reference [7] and lies within the unstable 
range predicted by the analysis. Figure 10 shows the 
calculated maximum normalized aerodynamic damping for 
this rotor as a function of weight flow and wheel speed. The 
results presented on this curve were calculated using the blade 
element data recorded at the five operating condition shown 
on Fig. 8. The shaded region on Fig. 10 represents the un
stable flutter region. The boundary of this region was 
estimated by assuming a log decrement of 0.025 for the 
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Fig. 10 Maximum normalized damping as a function of weight flow 
and wheel speed for fan C model 
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Fig. 11 NASA rotating rig, fan C model 

mechanical damping of the assembly [3]. Hence, all operating 
conditions which have an aerodynamic damping level in 
excess of this value are assumed to be within the flutter 
region, while those that have an aerodynamic damping level 
less than 0.025 are stable. 

The results on Fig. 10 clearly show the significant influence 
of wheel speed and aerodynamic loading on the aerodynamic 
damping. The calculated aerodynamic damping at 60 and 70 
percent wheel speed lie significantly below the instability 
boundary. No bending flutter was observed at these operating 
conditions. At 90 percent of design speed bending flutter was 
observed near the stall region. The calculated aerodynamic 
damping for the near stall operating point is seen to lie just 
inside the unstable region. Bending flutter was also observed 
at 95 percent of design speed near the stall boundary. The 
calculated aerodynamic damping for this operating point lies 
well within the unstable region of Fig. 10. At the intermediate 
operating point on the 95 percent speed line the calculated 
aerodynamic damping falls below the instability boundary. 
Therefore the predicted flutter boundary at this wheel speed 
lies between the measured flutter boundary and the in
termediate operating point. Transcribing the stability 
boundary of Fig. 10 onto the Fan C performance map yields 
at theoretical flutter boundary, which is shown as a dashed 
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line on Fig. 11. The measured operating conditions at which 
bending flutter occurred are shown on this figure as solid 
symbols. The overall agreement between theory and 
measurement is very good, with the analysis slightly over 
predicting the extent of the flutter boundary at 95 percent of 
wheel speed. Below 90 percent of wheel speed the analysis 
predicts the flutter boundary will bend back into the stall 
region. This result is confirmed by the experimental 
measurements. 

The results presented in this section clearly show that the 
current analysis can be used to predict the onset of supersonic 
bending flutter in unshrouded fans. The input variables to the 
analysis can all be derived from fan structural and 
aerodynamic design variables. The governing equations are 
simple algebraic equations, and hence are easily programmed. 
These features provide the designer with a simple and reliable 
model for analyzing the susceptibility of a fan design to 
supersonic stall bending flutter. In addition it provides him 
with a tool that can also be used to evaluate proposed fixes to 
an existing flutter problem. 

The engineering approximation introduced to extended the 
range of validity of actuator disk theory appears reasonable. 
To develop a correct first principles extension of actuator disk 
theory to finite interblade phase angle for the flow conditions 
as they exist at the tip of a rotor at the onset of supersonic 
stall flutter would require a viscous transonic cascade analysis 
for finite interblade phase angle. No such analysis appears to 
be forthcoming in the near future. Any extension which is 
derived from inviscid aerodynamic theory would be an ap
proximation, the result perhaps being no more accurate than 
the simple extension developed in this analysis. 

Concluding Remarks 

In the present investigation an analytical model was 
developed to predict the onset of supersonic stall bending 
flutter in high-speed rotors. The stability boundary predicted 
by the analysis was shown to be in good agreement with the 
measured boundary of a high speed fan. The analysis also 

predicted that the flutter mode would be a forward traveling 
wave, be sensitive to wheel speed and aerodynamic loading. 
This was confirmed by the experimental measurements. In 
addition the analysis showed that reduced frequency and 
dynamic head also play a significant role in establishing the 
supersonic stall bending flutter boundary of an unshrouded 
fan. 

This analysis provides the designer with a simple and ef
ficient prediction tool which he can use to analyze the 
susceptibility of a fan design to supersonic stall bending 
flutter. 
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The Influence of Unsteady Rotor 
Response on a Distorted Flow 
leld 

The influence of the unsteady rotor response on the shape of stagnation pressure 
and axial velocity distortions passing through an axial flow rotor are investigated. 
Experimental data obtained with an isolated rotor in an incompressible, distorted 
inflow demonstrate that the magnitude of the distortion downstream of the rotor is 
a strong function of the ratio of the blade spacing s to the distortion wavelength /„. 
An existing actuator disk analysis based on a quasi-steady model of the rotor 
response and used extensively to predict the downstream distortion, has been ex
tended to include the unsteady response of the rotor. By examining a series of 
sinusoidal distortions of varying wavelength, a semi-actuator disk analysis, which 
includes the unsteady rotor response, is shown to predict the same trend with s/l„ as 
exhibited by the experimental data. 

Introduction 

In the design of a turbomachine, the pressure, velocity, and 
temperature at the inlet are assumed to be steady and 
axisymmetric. In some cases this is a very valid assumption at 
the design operating point. In many other cases and under 
certain operating conditions, the inlet flow will exhibit either, 
or both, circumferential and radial nonuniformities or 
distortions. Time-independent radial distortions, such as 
those caused by wall boundary layers, can be accounted for in 
the design. However, the existence of wall separation in the 
flow delivery system, armament firings, and wakes from 
upstream blades or supports means that the flow is cir
cumferentially nonuniform. Hence, the flow through a rotor 
or impeller is unsteady. 

The significance of both circumferential and radial 
distorted inlet flows in turbomachines has been the subject of 
many publications. Recent publications by Stenning [1] and 
Greitzer [2] summarize the influence of circumferential inlet 
distortions on the performance of axial-flow compressors. 
The consequences of a compressor operating in a cir
cumferentially distorted inflow are performance degradation 
and blade vibration. It is therefore important for the tur-
bomachinery designers to be able to predict both the influence 
of the distorted inflow on the turbomachine blades, i.e., the 
unsteady forces and pressures and the occurrence of stall, and 
the influence of the blades on the distortion, i.e., is the 
distortion amplified or attenuated as it passes through the 
blades? This latter capability is especially important for 
multistage machines. 

Contributed by the Gas Turbine Division and presented at the International 
Gas Turbine Conference and Products Show, Houston, Texas, March 9-12, 
1981, of THE AMERICAN SOCIETY OF MECHANICAL ENGINEERS. Manuscript 

received at ASME Headquarters, December 22, 1980. Paper No. 81-GT-185. 

As summarized in references [1 and 2], the literature 
describes several methods for predicting the consequences of 
the interaction of a circumferentially distorted inflow with an 
axial-flow compressor. These methods are based on either a 
parallel-compressor model [3-5], or an actuator disk model 
[3, 6, 8]. Both of these models require a knowledge of the 
compressor operating characteristic, pressure rise \p versus 
flow coefficient <j>, when operated in a circumferentially 
uniform inflow. In these models the influence of the unsteady 
response of the blades is included as an instantaneous or 
quasi-steady change in flow coefficient </>' from the cir
cumferential uniform value <j>. The influence of </>' is deter
mined from the uniform-flow operating characteristic by 
determining the resultant value of i/< = i/- + i/<'at </> = </> + 
4>'. In some cases the effect of fluid acceleration through the 
blades is also included [5]. This results in a model that ignores 
the unsteady blade-to-blade interaction and the vorticity shed 
in the wakes of the blades. Thus, the unsteady affect is ap
proximated only when the wavelength of the distortion in the 
direction of blade motion / is much larger than the blade 
spacing s. 

The restriction that / > > s has been demonstrated to be 
inconsequential for square-wave distortions that cover more 
than 60 degrees of the compressor circumference [1, 3, 8]. For 
a typical aircraft compressor this would correspond to values 
of / > 5 s, making the distorted inflow essentially uniform 
over five successive blade channels. With the inclusion of the 
effects of fluid axial acceleration, Mazzawy [5] estimates that 
square-wave distortions, where I > 2s, can be predicted using 
the multiple-segment, parallel-compressor model. 

However, if the distortion is not a square-wave form but, 
rather, a sinusoidal form like that from the wakes of upstream 
struts or stator blades, the unsteady response of the rotor is 
not quasi-steady and must be predicted using an unsteady 
cascade model such as described in references [9 through 11]. 
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This is demonstrated in Reference 12 where it is shown that 
the quasi-steady actuator disk model over predicts by ap
proximately 40 percent the amplitude of a sinusoidal total 
pressure distortion down-stream of an isolated rotor when 
s/ln = 0.33. Further reference [12] shows that the measured 
amplitude of the distortion downstream of the rotor is also a 
function of the rotor stagger angle and solidity, and its at
tenuation approaches a maximum at s/l„ = 0 . 5 . 

The method presented in this paper is an extension of the 
quasi-steady actuator disk model described by Mokelke [3] 
which includes the unsteady response of a cascade. This work 
employs the analysis of Horlock and Daneshyar [13], which 
describes the changes in time-mean stagnation pressure 
downstream of a cascade with unsteady lift, plus the unsteady 
cascade model described in references [10, 14, and 15]. The 
analysis of reference [13] shows that these changes in 
stagnation pressure are a function of the unsteady blade 
circulation at the cascade trailing edge. In reference [16], this 
approach has been used to derive the unsteady circulation 
from measurements of the change in time-mean stagnation 
pressure. 

Unsteady Semi-Actuator Disk Model 

The assumptions employed in the quasi-steady actuator 
disk model described in reference [3] are: 

1 The flow is two-dimensional, incompressible, and inviscid. 
2 The flow field can be broken into regions upstream and 
downstream of the blade rows with each blade row 
represented by an actuator disk of infinitesimal axial length, 
i.e., zero chord length. 
3 The amplitude of the time-mean pressure and velocity 
variations are small compared to the circumferential mean 
values, i.e.,p = p + p' and v = v + v'. 
4 The blade rows respond quasi-steadily to the distorted 
inflow. 

The present analysis also employs assumptions 1 and 3. 
However, assumption 2 has been altered by considering the 
actuator disk to be located at the mid-chord of the blade row, 
thus maintaining the finite chord length of the blades. 
Horlock [17] describes this semi-actuator disk model as more 
representative of the actual case. Further, the response of the 
blade row to the distorted inflow is modeled as an unsteady 
rather than a quasi-steady response. 

Flow-Field Equations. Assumption 1 allows the equations 
describing the flow field upstream and downstream of the 
blade row to be written in a simplified form. Assumption 3 
linearizes these equations by considering the pressure and 
velocities of these flow regions to be a circumferential mean 
plus a perturbation contribution. If the linearized repre
sentation of the pressure and velocity are nondimen-
sionalized by circumferential mean axial velocity vx and sub
stituted into the equations describing the flow field, the 
following perturbation equations are obtained [3]: 

Conservation of Mass: 

(la) 
dVe dVx 

de dx ' 
A'-Momentum: 

* ( 8 » ' - « ' ) -
0-Momentum: 

\ de dx J 

= 0 

dPT 

~~ Jx 

3PT 

' ~dJ ' 

(lb) 

(lc) 

As discussed by Mokelke [3], the solution of these 
equations can be expressed in term of an infinite series 
summed on an index n that represents the Fourier harmonics 
of PT, Vx, Ve. For each Fourier harmonic, three coefficients 
must be determined from the boundary conditions and the 
"matching" conditions across the blade row. As will be 
described below, these matching conditions link the flow 
regions upstream and downstream of the blade row and will 
be used to introduce the unsteady response of the blade row to 
the distortion. Assuming a quasi-steady response, Mokelke is 
able to obtain a solution for the compressor with cir-
cumferentially distorted flow. In a latter publication [8], this 
solution is extended to include compressible flows. 

The present method will continue to employ the assumption 
that the flow is incompressible and will also be restricted to a 
situation for a single or isolated rotor. There appears to be no 
reason why this method could not be extended to consider 
multistage machines, however. The matter of compressibility 
is different, however, since the unsteady cascade analyses to 
be employed are derived for only an incompressible flow. 

For an incompressible flow through an isolated rotor, the 
solutions obtained for equations (la), (lb), and (lc) are: 

N o m e n c l a t u r e 

a = circumferential mean swirl 
factor (= ve/vx) 

c = blade chord length 
h = axial blade length/radius 
/„ = wavelength of «th harmonic 

of distortion inflow in cir
cumferential direction 

n = harmonic number 
ps = pressure 

pr = stagnation pressure 
Ps = nondimensional pressure 

1 , 
(= Ps/ Y pv* > 

PT = nondimensional stagnation 

pressure (= pTl — pvx
2) 

6PT = stagnation pressure loss 
APr = nondimensional stagnation 

pressure rise 

r 
s 

U 
v 

X 

X 

r 

radius 
blade spacing 
blade speed (= Qr) 
velocity 
velocity distortion amplitude 
of /?th harmonic from mean 
value 
nondimensional velocity 
(= v/vx) 
axial direction 
nondimensional axial position 
(= x/r) 
time-mean relative fluid angle 
blade circulation 
streamline coordinate/radius 
circumferential coordinate 
stagger angle 
fluid density 
intrablade frequency, nth 
harmonic (= -2irs/l„) 
flow coefficient (= vx/U) 

\j/„ = circulation influence factor 
(defined equation 14) 

wn = reduced frequency, «th 

/ i r e \ 
harmonic I = —— sin £ I 

fi = angular velocity 

Subscripts 

x = axial 
6 = circumferential 
u = upstream of rotor 
d = downstream of rotor 
n = harmonic number 
/ = leading edge 
t = trailing edge 

Superscripts 

= circumferential mean 
' = perturbation 

= unsteady 
= amplitude 
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Upstream of Rotor («): 

p'T (X,8) = 2(1 + al) X) Ahi e'^e""1 

v'Xu(X,ff)= f, [A^x+A^e-™-*]?"' 

Downstream of Rotor (d): 

Prd (X,8) = 2(1 + al) £ A3a e-'""^e""> 

(2) 

Fig. 1 Development of rotor blade on a surface of radius r 

VX(I(X,8) = 
„ - 1 ^- \ , e +A, e~ 

"it 
(3) 

V,d(X,ffi = 
"rf 

- inacjX t pinfi 

As input to the problem, the circumferential variation of 
PT(X, 9) far upstream of the rotor (X -oo) is specified. 
This determines the coefficient At . The remaining coef-
ficients are determined by satisfying the matching conditions 
across the rotor. 

Matching Conditions. To determine the coefficients A j , 
A, , and/4 , , it is necessary to relate PT , K. , and Vg 

and PT , Vx , and Kflrf at the leading edge (0 and trailing edge 
(t) of the rotor. For the quasi-steady actuator disk method, 
this is done by using the law of conservation of mass to relate 
Vx and Vx , the laws of conservation of energy and angular 
momentum to relate Pr and PTd, and the inlet and exit 
relative fluid angles (13, and /3,) measured in a uniform flow to 

relate Ve and Ve . For the unsteady, semiactuator disk 
method, a similar approach is followed to relate Vx and PT, 
except that an additional term derived by Horlock and 
Daneshyar [13] is included to account for the time-mean 
stagnation pressure contributed by the unsteady response of 
the blades. The velocity components in the circumferential 
direction Ve are related to the unsteady circulation on the 
blades. Thus, the only dependence upon available ex
perimental data is for the inclusion of the stagnation pressure 
loss through the blades. 

Relation of Vx and Vx . By applying the law of con
servation of mass between the leading and trailing edges of the 
cascade shown in Fig. 1, the assumption that the flow field is 
linear results in two conditions that relate the circumferential-
mean and perturbation components of Vx, 

K,.. = Vr 

V*, = K-v, 
(4) 

Relation of PT and PT . Between the leading and trailing 
edges of the cascade in Fig. 
energy can be expressed as 

1, the law of conservation of 

PT/+APT = PT -bP7 (5) 

where &PT is the ideal stagnation pressure rise across the 
moving cascade, and 8PT is the stagnation pressure loss. 

The term APr represents the energy addition to the fluid 
per unit mass and can be expressed as 

APT = APT + APT. 

The APT contribution can be expressed by the law of con
servation of angular momentum (Euler's pump equation) as 

APr=£(*V 
1 

*V=-x<K«,-K«,> 
The term APT is the contribution of the unsteady forces 
(circulation) on the blades to the time-mean stagnation 
pressure rise through the cascade. From reference [13], 

APT £r,. (6) 

where f,, the unsteady circulation of the cascade blades, is 
referenced to the blade trailing edge. 

By writing 5PT = 8PT + 8PT and substituting the 
foregoing expressions for APT and APr into equation (5), the 
following mean and perturbation matching conditions are 
obtained, respectively, 

PTl+~r-(Vlll-Vol)=Prl+&Pr 

Pr,+ 
r , 

svx ( 
=P +8pT 

(7) 

(8) 

These expressions are identical to those employed by Mokelke 
[3] when the axial length of the actuator disk h is 0(e) or if 
/ > > s. In reference [3], the second term on the right-hand 
side of equation 
Appendix). 

(8) is given as 1/0 [Ve — V0] (see the 

Relation of Vg and Vt . The third required matching 
condition relates Ve to Ve . In the quasi-steady actuator disk 
model this is accomplished by conducting an experimental 
evaluation of the rotor, or stage, in an undistorted, uniform, 
inlet flow to determine the variation of the exit fluid angle (3, 
as a function of the inlet fluid angle /3,. From these data and 
the construction of the velocity diagrams, V0 and Vg can be 
related. This step, plus the assumption of an actuator disk of 
infinitesimal axial length, makes the analysis of reference [3] 
quasi-steady. 

The approach taken in the present analysis is to assume a 
semi-actuator disk model in which blades have a finite chord 
length c, and the energy addition is accomplished by a 
discontinuity (actuator disk) located at the blade mid-chord. 
The third matching condition is then obtained by relating the 
total circulation on the cascade blades—mean plus unsteady 
( r = f + f)—to the velocities of the flow field at the leading 
and trailing edges of the blades. This relationship is derived in 
the Appendix, 
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r 1 _ 1 , , rv' 
SVxq> 4> 4> ' sq> 

where y/„ is defined by equation (14). The resulting mean and 
perturbation matching conditions are 

f 

1 n,e n > ' rVr 

-1—. = [ r , , - K g ] + - ^ „ . (11) 
svx ' ' s 

The employment of equation (11) requires a knowledge of 
the unsteady circulation on the blades. 

Prediction of Unsteady Circulation in a Cascade. The 
unsteady circulation in a cascade required in the matching 
condition described by equation (11) can be predicted by the 
analysis of the unsteady cascade response described in 
references [10, 14, or 15]. This analysis considers the two-
dimensional, incompressible, inviscid flow through a cascade 
of thin airfoils with small camber; therefore, it is a linearized, 
small-perturbation analysis. The cascade is modeled by 
continuous distribution of vorticity on the primary blade and 
in the wakes of all the blades. The bound vorticity on the 
neighboring blades is modeled by a single vortex located at the 
quarter-chord of each blade. The strength of each vortex is 
variable and a function of the intrablade frequency, i.e., a 
function of s/ln. 

The cascade interacts with an inlet flow whose perturbation 
velocity relative to the cascade is harmonic in time and is 
transported through the cascade with the mean relative 
velocity between the leading and trailing edges of the cascade. 
By satisfying the boundary conditions on the primary blade, 
an expression for its unsteady circulation can be determined. 
In reference [14] it is shown that f„ is a function of the 
geometry of the cascade (camber, stagger angle £, and solidity 
c/s and the characteristics of the disturbance inflow (reduced 
frequency w„, intrablade frequency T„, and disturbance 
amplitude wd )). 

The resulting expression for f„ will not be presented here; it 
is presented in detail in references [10, 14, and 15] for f„ 
referenced to the cascade mid-chord. Similar expressions can 
be obtained from other analyses, such as reported in 
references [9 and 11], although these references do not give an 
explicit formulation for f „. In any case, the expression for f„ 
must be that referenced to the trailing edge of the blades for 
use in equations (8) and (11). The transformation required to 
change the reference position is described in detail in 
references [10, 14, and 15]. 

Determination of Distortion Flow Field. A detailed 
discussion of the procedure required to obtain the coefficients 
A | , A 2 and Az (the latter is specified by the known 
distortion of the upstream stagnation pressure), will not be 
presented here as it follows the procedure described in 
reference [3]. Basically it involves the simultaneous solution 
of the matching conditions given in equations (4), (8), and 
(11) and equations (2) and (3) which describe the flow field 
upstream and downstream of the rotor. 

Comparison of Analysis and Experiment 
To demonstrate the validity of the unsteady, semiactuator 

disk model described in the foregoing, it has been employed to 
predict the distorted flow field upstream and downstream of 
several isolated axial-flow rotors. In all cases, it was assumed 
that the loss term 8PT was zero. The four rotor configurations 
described in Table 1 were used in the comparisons. 
Measurements were made [18, 19] of the time-mean, in
compressible flow field at the mean radius rm upstream and 
downstream of rotors no. 1, 2, and 3 when operating in a 

Table 1 Characteristics at mean radius for four rotor 
configurations 

Rotor 
configuration 

1 
2 
3 
4 

No. rotor 
blades 

12 
9 
9 

26 

c/s 

1.48 
1.11 
1.11 
1.00 

i 
(deg) 

45.0 
45.0 
50.3 
50.0 

VL 
0 
0 

0.5 
>0 

Reference 

[18] 
[19] 
[19] 
[20] 

variety of inlet distortions. These measurements, made with 
United Sensor 5-hole pressure probes, determined the cir
cumferential distribution of velocity (axial and circum
ferential) and pressure. 

The distorted inflows were generated by inserting screens of 
varying mesh size upstream of the rotor. The porosity was 
arranged to produce a 90-degree square-wave distortion and a 
series of nearly sinusoidal distortions having between 1 and 15 
cycles around the circumference of the test facility. This 
produced a series of distortions with various wavelengths and, 
hence, varying reduced frequencies, which alters the unsteady 
response of the rotor. In all cases, the distortions produced a 
maximum velocity deficit of approximately 20 percent of the 
circumferential-mean axial velocity far upstream of the 
rotors. 

Comparisons of the analysis based on an unsteady, semi-
actuator disk model and the data were made by considering: 
1) the circumferential variation of the velocity and pressure 
0.137 rotor chord lengths (c) upstream of rotor leading edge 
and 0.82 c downstream of the rotor trailing edge; 2) the ratio 
of the amplitude of the axial velocity and stagnation pressure 
distortion downstream of the rotor to that upstream of the 
rotor. This latter comparison is presented as a function of 
s/l„. This presentation is similar to that of reference [12] and 
shows the attenuation or amplification of the distortion. In all 
cases, the input to the analysis was the measured stagnation 
pressure distortion far upstream of the rotors. 

Figure 2 compares the measured circumferential variation 
of PT and Vx upstream and downstream of Rotor Con
figuration No. 1 operated in a 90-deg square-wave distortion 
with both the methods based on the present unsteady model 
and the quasi-steady model of reference [3]. In general, both 
analytical methods predict the measured variation quite well. 
While the predictions which include the unsteady rotor 
response are somewhat closer to the measured data, 
significant differences between the analytical methods are not 
expected, since the ratio of s/l is small (0.33) and perhaps 
more importantly, the distortion velocity is uniform over 3 
blade spacings. 

Figure 3 compares data similar to that of Fig. 2 except for a 
4-cycle sinusoidal distortion. In this case s/l„ (n = 4) equals 
0.33, but the distortion velocity is not uniform over a single-
blade spacing. The influence of the unsteady response of the 
blades is evident downstream of the rotor. The measured 
variation of both PT and Vx with 8 show a considerably 
greater attenuation of the distortion downstream of the rotor 
than do predictions by the quasi-steady model. The unsteady 
model predicts a maximum amplitude approximately half
way between those by the quasi-steady model and the 
measured data. However, the unsteady model does not in
clude the effect of losses and neither model includes the effect 
of the turbulent mixing that occurs in the measured case. 

A third comparison of the unsteady, semi-actuator disk 
model and experimental data is shown in Fig. 4. The data 
presented here were obtained by Ashby [20] with Rotor 
Configuration No. 4 operated downstream of a single 1/4-in-
dia cylindrical rod. Figure 4 shows the distribution of 
stagnation pressure coefficient measured by Ashby upstream 
and downstream of the rotor together with predictions of the 
downstream distribution by the present unsteady model and 
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the semi-actuator disk model of Savell and Wells [21]. 
Because of the shape of the inlet wake, 40 Fourier harmonics 
were required to provide a good representation, thereby in
troducing a significant unsteady influence. As in Fig. 3, the 
shape of the predicted variation of stagnation pressure by the 
unsteady model is quite good, but the predicted maximum and 
minimum levels are too high. Again, the predictions assume 
the flow to have no losses through the rotor. 

A better representation of the attenuation of the distortion 
as it passes through the rotor and the effect of the unsteady 
response is obtained by examining the ratio of the distortion 
amplitude downstream of the rotor to its amplitude upstream 

of the rotor. Such a comparison is conducted by examining 
the primary harmonic of the experimental data, i.e., for a 4-
cycle inlet distortion the fourth harmonic of the Fourier 
representation of the data. This ratio, for both PT and Vx, is 
then plotted as a function of s/ln, where /„ is the wavelength 
of the primary harmonic. This type of representation, 
reported in reference [12], showed an increasing attenuation 
as a s/l„ value of 0.5 was approached. Increasing values of 
s/l„ correspond to increasing values of intrablade frequency 
which, for a nonvibrating blade row, corresponds to in
creasing values of reduced frequency. 

Figures 5 and 6 show the variation of these amplitude ratios 
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with s/l„ for Rotor Configuration Nos. 2 and 3. The data 
measured with these rotors show an increasing attenuation of 
the distortion downstream of the rotors as s/l„ is increased 
toward a value of 0.5. This is identical to the data reported in 
reference [12] for Rotor Configuration No. 1. However, as 
s/l„ is increased beyond 0.5, the attenuation of the down
stream distortion is decreased until, at a value of s/l„ — 1.0, it 
starts to increase again. The unsteady model predicts a similar 
trend for both rotor configurations up to a value of s/ln = 
1.0. For s/l„ > 1.0, the unsteady model predicts a continuing 
decrease in attenuation of the downstream distortion, but at a 
greatly reduced rate compared to the range of 0.5 < s/l„ < 
1.0. 

In all cases the measured attenuation is greater than or 
nearly equal to the predicted attenuation. Again, this is un
derstandable since the analysis does not include the effects of 
losses and turbulent mixing, both of which contribute to the 
attenuation of the distortion. On the other hand, the quasi-
steady model predicts a constant value of the stagnation 
pressure amplitude ratio and a slight attenuation of the axial 
velocity ratio with increasing values ofs/ln. 

Discussion of Results 

Comparisons have been presented (Figs. 2 through 6) of 
measured data and predictions of the passage of a distorted 
inflow through an isolated rotor by an unsteady, semi-
actuator disk model and a quasi-steady actuator disk model. 
The comparisons indicate that for a 90-deg square-wave 
distortion, both methods give a good prediction of the 
magnitude of the axial velocity and stagnation pressure 
distortion downstream of the rotor. This agreement of the 
measured data and the quasi-steady model supports the 
findings of many other authors [1, 3, 4, 5, and 8] who have 
shown that for square-wave distortions that cover several 
blade channels at an instant of time, a quasi-steady model is 
adequate to predict the distortion magnitude. Such a situation 

means that while the blades of the rotor experience unsteady 
forces as they enter and leave the distortion, these forces are 
minimal within the distorted inflow. In such cases the 
maximum variation between the predictions by the quasi-
steady model and the measured data occurs at the extremities 
of the distortion, where the maximum unsteady blade forces 
occur. 

Figure 2 shows that by including the unsteady response of 
the rotor, the detailed shape of the 90-deg square-wave 
distortion downstream of the rotor is more accurately 
predicted. The details of this shape are determined by the 
higher harmonics of the Fourier series representation of the 
distortion, increasing the necessity to include the unsteady 
response of the rotor. However, both the unsteady and quasi-
steady models predict the magnitude of the square-wave 
distortion equally well, as it is predominately controlled by 
the lower harmonics. In this region of lower harmonics or 
reduced frequency, the results of the two analyses are similar. 
This region also corresponds to low values of the ratio of the 
blade spacing s to the circumferential wavelength /„ of the nth 
harmonic of the distortion. 

Figure 3 demonstrates, however, that for a sinusoidal 
distortion having the same predominate s/l„ as the 90-deg 
square-wave distortion of Fig. 2, the unsteady model gives a 
much better prediction of both the magnitude and shape of 
the distortion downstream of the rotor. In this case the inflow 
to the rotor is continuously changing and is never uniform 
over successive blade channels. Therefore, the blades are 
continuously experiencing an unsteady force that influences 
the downstream distortion. 

The inlet stagnation pressure distortion shown in Fig. 4 
represents the practical situation of a distortion created by the 
wake of an upstream strut, in this case a circular cylinder. In 
this case the amplitude of the first 22 Fourier harmonics have 
an amplitude within 8.5 percent of each other. For this 
particular rotor, this covers a s/l„ range up to 0.85. The 
unsteady semi-actuator disk model provides a very good 
prediction of this distortion after it has passed through the 
rotor. This prediction is closer to the measured stagnation 
pressure variation than that predicted by the semi-actuator 
disk model of reference [21]. 

The presentation of measured data and predictions as the 
ratio of the amplitude of the downstream distortion to the 
amplitude of the upstream distortion versus s/l„ (Figs. 5 and 
6) further demonstrated the influence of the blade unsteady 
response. These data, all obtained with sinusoidal distortions 
with varying predominate harmonics, show that for 0 < s/l„ 
< 0.5 the attenuation increased as s/l„ increased. For the 
idealized case of a cascade of infinitesimally thin, uncambered 
airfoils operating in a perfectly sinusoidal inlet distortion, this 
can be reasoned as follows. At the condition of s/l„ = 0.5, 
the instantaneous response of adjacent blades in such a 
cascade is 180 degrees out-of-phase, i.e., when one blade 
experiences a perturbation velocity w(l , its neighboring 
blades experience - wcl . The unsteady contribution from the 
entire cascade is therefore a minimum due to the cancellation 
of unsteady induced velocities and work input to the fluid by 
the out-of-phase response of adjacent blades. 

Contrasting the condition at s/l„ = 0.5 to that ats//„ = 1.0 
(or at s/l„ = 0, a uniform inflow), all of the blades in the 
ideal cascade experience the same value of wd at an instant in 
time. At this condition the unsteady response of adjacent 
blades is in-phase and act to reinforce rather than cancel the 
induced velocities and work input to the fluid. At s/l„ = 0 
and 1.0, the quasi-steady analysis should give its best 
prediction of the amplitude ratio (also at s/l„ = 2, 3, 4 . . . ), 
while, at s/l„ = 0.5 it should show the maximum difference 
with measured data. This is demonstrated in Figs. 5 and 6 for 
a case in which the inlet distortion is predominately, but not 
perfectly, sinusoidal with wave-length /„. As a result, there is 
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a shift of the maximum attenuation point to a value of s/l„ 
slightly greater than 0.5 due to the response to the harmonics 
other than n. 

On the other hand, the inclusion of the unsteady response 
of the cascade results in the prediction of the same trend with 
s/l„ as exhibited by the measured data. The differences 
between the measured data and that predicted by the unsteady 
model are attributed to the assumption that the losses, 8PT, 
were assumed to be zero in the analysis. These losses are 
composed of both a steady, or circumferential-mean, con
tribution as determined in a uniform flow, plus an unsteady 
contribution, 5PT. Both of these, and particularly 5PT as it is 
a function of s/ln, contribute to the attenuation of the 
distortion. 

The data and predictions presented in Figs. 5 and 6 are 
simplifications of a distortion experienced in an operating 
turbomachine, since only sinusoidal distortions with different 
predominate harmonics are considered. In reality, a distortion 
will contain a large number of harmonics with varying am
plitudes. The necessity for including the influence of the 
unsteady blade response on the distortion amplitude will 
depend upon the ratio of the blade spacing s to the wavelength 
/„ of the harmonics present plus the magnitude of these 
harmonics. While this influence of the higher harmonics is 
small for square-wave distortions, it is of significance for the 
wakes of upstream struts and stator blades. The simplified 
data of Figs. 5 and 6 serve to demonstrate this significance 
and the influence of the unsteady blade response. Further, the 
influence of all of the harmonics of the distortion inflow 
should be considered rather than only the very low harmonics 
considered by a quasi-steady model. 

There are several limitations of the present unsteady, semi-
actuator disk model with respect to its application to axial-
flow fans and compressors. These are: 

1 The unsteady cascade model employed is limited to 
lightly loaded airfoils. Therefore, it is not applicable to 
operating conditions approaching the stall point of the blades 
and cannot be used to predict the effect of unsteady rotor 
response on the occurrence of rotating stall or surge. The 
quasi-steady model of reference [3] can predict stall effects 
based on the performance of the rotor in a uniform flow. 

2 The unsteady model employed is also limited to in
compressible flows. However, several compressible flow 
analyses have been developed that could be used to include the 
unsteady cascade response instead of the present model. The 
effects of compressibility must also be included in the 
equations of motion and matching conditions. 

3 The influence of unsteady losses have been ignored due to 
the lack of data describing this contribution. While Mazzawy 
[5] shows that this effect can be significant compared to the 
steady losses, the open literature contains no systematic data. 
Such data should particularly show the influence of reduced 
frequency. If available, these data should be included in the 
matching condition given by equation (8). 

4 The present analysis has been developed only for an. 
isolated rotor. As described in reference [3], the solution for 
an isolated rotor can be extended to obtain the solution for a 
single or multi-stage configuration. Since a downstream stator 
is stationary with respect to the flow downstream of the 
preceding upstream rotor (except for the rotor blade wakes), 
its effect can be modeled as a quasi-steady actuator disk. 
However, the predicted velocity field downstream of the 
stator serves as the input to predict the unsteady circulation 
on the next rotor. 

Summary and Conclusions 
The quasi-steady actuator disk model employed by many 

authors to predict the passage of a circumferential inlet 
distortion through an axial-flow compressor or fan has been 
extended to include the unsteady response of a rotor. While 
the unsteady semi-actuator disk model presented is limited to 
a single, isolated rotor operating in a incompressible, inviscid 
flow, it demonstrates several important conclusions regarding 
such flows. These are: 

1 If the distortion is not a square-wave type that provides a 
uniform distortion velocity over at least several blade 
spacings, the unsteady response of the rotor has a significant 
influence on the amplitude of the downstream distortion. 

2 The inclusion of the influence of the unsteady rotor 
response to the higher harmonics of the distorted inflow 
provides a better description of the details of the response to 
both a square-wave and sinusoidal inlet distortion. 

3 Existing experimental data show that the attenuation of 
the inlet distortion is increased as it passes through the rotor 
as the ratio of the blade spacing s to the distortion wavelength 
/„ approaches 0.5. For 0.5 < s/l„ < 1.0, the attenuation 
decreases and then increases for s/l„ > 1.0. The unsteady, 
semi-actuator disk method predicts a similar trend for s/l„ < 
1.0. The quasi-steady actuator disk method does not predict a 
maximum attenuation; in fact, it predicts a constant value of 
stagnation pressure for all values of s/!„. 

4 The unsteady response of the rotor and its influence on 
the attenuation of the distortion is also a function of the blade 
stagger angle, as shown in reference [12]. Combined with the 
demonstrated influence of ,?//„, which is the combined effect 
of solidity and reduced frequency, the proper choice of rotor-
blade geometry can attenuate the magnitude of certain 
distortion harmonics downstream of the rotor. This approach 
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may be of value in the control of the forced vibration of 
downstream blade rows. 
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A P P E N D I X 

Relation of Unsteady Circulation, vx, and v„ for a 
Cascade 

It is necessary to determine a relationship between the 
unsteady circulation f of the cascade blades and the per

turbation velocities vx and u0. This is done by determining the 
circulation in an area abed, Fig. 1. The total circulation, T + 
f, calculated in this manner will include the upstream free 
vorticity associated with the distortion. Since a linearized flow 
model is assumed the free vorticity remains unchanged 
through the cascade. The cascade contributes a perturbation 
due to the unsteady circulation on the blades. After deter
mining the total circulation, in abed, only the perturbation 
component f is used. This is equated to the expression for 
unsteady blade circulation determined from a linearized 
model of unsteady flow in a cascade. 

From Fig. 1 the total circulation in abed can be written as 

' = / • ( v T = r\ vXnkseeP(r,)dri + r\mvgbc(6)d0 s> 
J d r a 

vXc(lsec /3(7j)drj + r\ veda(8)dd. 

(12) 

Assuming the velocity variations in the r) and 6 directions to 
be harmonic in 6, the velocities on abed for the nth harmonic 
can be written as 

vx. = vx + vxe
Me-ix ta" " = vx + vXa 

(13) 

'2TS 

17 vX(jc = vx + vxe "ae ' ( ^ - X tan 0J = vx + v xdc 

Vead=
l]el

+vele""' = vgi+vljl 

v„hc=v„i+v0ie"'»e-iXt™'it=v0i +!>,', 

noting that by equation (4) vx = vx = vx. 
If the boundaries ab and cd are approximated as being 

coincident with a line parallel to the chord line, (3 (TJ) = £. 
Then, 

rj = X sec fi = X sec £, 

and the first and third integrals, I{ and 73, of equation (12) 
become, after substitution of equation (13) into equation (12), 

U+h= rvxe "'" (1 - e' 
27TSN TVS \ f 

— )sec 2 n e-iXlmidX. 

n - e ' ' — j h -e - 'A- tan A 

sin £ cos £ 
(14) 

= ™>'"V„ 

Similarly, the second and fourth integrals become 
2?r 2ir 

h+h ^ [vni-vei]dd + r^n [v^e-'x^l-vo^de 
(15) 

[v^-v^s+lv^-v^s, 

where v„ and vn are the average perturbation velocities in the 
6 direction at the trailing and leading edges, respectively, over 
the distance 0 = 2%IN = sir. 

The substitution of Equations (14) and (15) into equation 
(12) gives the following expression for the unsteady cir
culation in terms of the fluid velocities at the leading edge (/) 
and trailing edge (/) 

f ={v'„l -v'Sl]s 
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irvxe
 ;"° ( l - e ' — ) ( l - e ~ih lan 0 

V /,, A / • (16) 
sin £ cos£ 

Since the model employs the lea_ding edge of the cascade as the 
origin of its coordinate axis, f is referenced to the cascade 
leading edge. Transformation of this reference point to the 
blade trailing edge is accomplished by the transformation 

where u>„ is the reduced frequency defined by the disturbance 
wavelength and the cascade chord length (OJ„ °C C/I„). 

Note that when /„ > > s or /„ = ns, the last term of 
equation (16) is very small or zero. This term accounts for the 
blade-to-blade variation of the instantaneous distortion 
velocity through the cascade. Also note that when the axial 
length of the cascade approaches zero, as in the actuator disk 
representation of reference [3], the last term of equation (16) 
again approaches zero. 
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Effect of Time-Dependent Flight 
Loads on Turbofan Engine 
Performance Deterioration 
A jet engine's efficiency is strongly dependent upon clearances between rotating 
blades and the corresponding stationary gas-path seals. Analytical studies to 
examine the effects of various flight cycle loads on powerplant clearances suggest 
that rotor/seal interferences may contribute to the short-term performance 
deterioration exhibited by all high bypass jet propulsion systems. In prior analytical 
studies, flight cycle loads were treated in a quasi-steady, static manner, even though 
some flight cycle loadings are decidedly dynamic in nature. Gust encounters and 
aircraft landings are classical examples of dynamic flight loads found in typical 
airline service. An analytical technique for predicting the effects of aircraft dynamic 
flight loads on engine performance was developed and is described herein. 

Introduction 
The deterioration of a jet engine's fuel efficiency can be 

generally attributed to erosion, contamination of airfoils, 
thermal distortion of hot section parts, and increases in 
clearances between rotating blades and the corresponding 
outer air seals. The high bypass propulsion systems powering 
today's wide body aircraft fleet suffer a short-term 
deterioration process with losses in thrust specific fuel con
sumption (TSFC) during the first few flights that is un
desirable in light of current fuel costs. To combat high bypass 
engine deterioration, a study to understand the deterioration 
mechanisms has been conducted at Pratt / Whitney Aircraft 
under the Engine Diagnostics (ED) part of the Engine 
Component Improvement (ECI) program. The ECI program 
is an element of the NASA sponsored Aircraft Energy Ef
ficiency (ACEE) program which is directed toward reducing 
fuel consumption of commercial air transports. One task of 
this study was the utilization of an analytical model of the 
JT9D-7 to examine the potential effects of flight induced 
loads on performance deterioration. 

Previous analytical studies [1] treating flight induced 
propulsion system loads in a quasi-steady manner suggest the 
primary cause of short-term deterioration to be the increase in 
operating clearances resulting from flight load induced 
rotor/seal interference. These results are in good agreement 
with engine performance data in the low-cycle (1-300-flights) 
regime. 

Although the quasi-steady approach to the flight loads 
spectrum appears to provide an adequate simulation of the 
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clearance induced deterioration process, some flight loads are 
inherently time dependent in nature, raising the possibility of 
significant dynamic effects in the rotor/seal interference 
process. A transient dynamic analysis of the JT9D-7/747 
propulsion system was conducted to provide insight into the 
dynamic structural behavior of the engine and relate this 
knowledge to seal rub patterns and performance charac
teristics exhibited by testing and inspection of engines from 
typical revenue service. 

Analytical Model 
The NASTRAN (NASA STRUCTURAL ANALYSIS) 

finite element model of the JT9D/nacelle structure utilized in 
these studies was identical to that employed in the steady 
loads analysis [1]. Engine cases were modeled primarily with 
quadrilateral plate elements with enhanced membrane 
capabilities. Triangular plate elements were used in areas of 
mesh transitioning or irregular geometry. The high/low-
pressure rotor spools were beam-lumped mass model 
duplicates of those employed in standard critical speed design 
analyses of the JT9D. 

The model was substructured by component regions 
consisting of the fan/low-pressure compressor, high-pressure 
compressor, diffuser/turbine cases, and high/low-pressure 
rotors, as well as the inlet cowl, tailcone, and wing pylon 
structures. Figure 1 shows a side view of the engine model. 

Modal Analysis Consideration. The modal tansient ap
proach was selected as the analysis procedure due to its 
economic advantages over other available techniques for this 
problem. It also provided physical insight into the analysis 
regarding the frequency spectrum, participation of the 
various modes in the response, and led to the convenient use 
of modal damping. 

In general the standard NASTRAN transient analysis 
package was utilized. Some modifications were required to 
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Fig. 1 JT9D-7 finite element model 

the basic NASTRAN computational procedures, however, 
due to the following considerations: 

8 desired utilization of structural symmetry, 
• modal damping, 
• time-dependent enforced displacements, 
8 nonstandard NASTRAN dynamic reduction procedure, 

and 
8 gyroscopic effects. 

An overview of the impact of these considerations on the 
NASTRAN transient response procedure follows. 

Modal Transient Formulation. The modal transient for
mulation is available in many references, [2] and [3], and will 
only be outlined. The equation to be solved is: 

[M]{x] +[C]{x] +[G]{x} +[K]{x} =(F(t)} (1) 

where [M] = structure mass matrix 
[G] = structure viscous damping matrix 
[C] = rotor gyroscopic matrix 
[K] = structure stiffness matrix 

Since the model is substructured, the matrices of equation 
(1) represent the assembled contributions from the various 
substructures. The zero speed, undamped modal matrix of 
equation (1) ($N) is then formed. 

lM][x]+lK\[x) = lO) (2) 

{x} = \x0)e^ (3) 

{[M]ca2 + [tf])[<M = (0] (4) 
The modal matrix [cf>N] is mass normalized and the standard 

modal transformation applied to equation (1). 

{x}=[Miv} 

[*w]T[Afl[*w](Tf)+Mv]T[C][*. 
+ [0/vlr[G][0A 

w r L'-Jiv/vJi'?) 

V} + 1<PN}T[K][4>N]IV} 

= [<I>N}T{FU)} 

iM]{v}+[<t>N]T[C][4>N]{v) 

[</>„] r i d [</>* \ 

[M] = generalized mass 

tin-

•l^ViFU)] 

(5a) 

(5b) 

(6) 

where: 
\ x -

= generalized sti f fness = [o>2 ] 
Damping in the propulsion system is developed in 

numerous ways. Bolted flanges, case/strut attachments, 
mount points, mechanical dampers, and inherent structural 
damping are some examples. In a structure with the com
plexity of the JT9D, an accurate representation of the discrete 
damping matrix [C] is impractical if not impossible. Con
sequently, as in many engineering applications, modal 
damping was employed. The matrix product [<J>N]T[C][4>N] 
thereby is reduced to diagonal form with each entry 
proportional to the critical damping factor for the respective 

Fig. 2 Orientation of a typical rotor stage in the analysis coordinate 
system 

mode. Modal damping factors are typically obtained from 
test data or assigned values consistent with prior experience. 

Gyroscopic Considerations. With the incorporation of 
modal damping, the equations of motion are generally un
coupled, leading to substantial computational savings. The 
gyroscopic behavior of the rotors, characterized by the matrix 
[G], couples the equations of motion. The physical 
significance of this behavior is that the symmetric and an
tisymmetric components of motion became coupled, and the 
half model used in the quasi-steady loads analysis can no 
longer directly describe the powerplant structural response. 

A typical stage of the rotor system and the associated 
analysis coordinate system is shown in Fig. 2. Each stage of 
the rotor behaves as a gyroscope, tending to resist rotation in 
any direction other than the axis of rotation. Mathematically, 
the gyroscopic behavior of each stage is defined by equation 
(7). 

Fz 

Mx 

My 

*oN o o 

0 \ s 0 

o o N o N 

0 0 0 

0 0 0 

0 0 0 

0 0 0 

0 0 0 

0 0 0 
\ 

S 0 X -IpQ 0 

TpQ N 0 ^ 0 

0 0 v 0 . 

X 

y 

i 

(7) 

where Ip = polar mass moment of inertia of stage 
Q = rotor rotational velocity 

To aid in the physical interpretation of the large amounts of 
displacement data, it was desirable to maintain the sym
metric/antisymmetric displacement representation of the 
structure. This representation was preserved by using sym
metric and antisymmetric half models of the structure and 
coupling the two representations through the gyroscopic 
matrix. This technique could be conveniently employed 
because the coupling occurs along the plane of structural 
symmetry. 

Dynamic Reduction Considerations. The half model of the 
JT9D powerplant contained approximately 11,000 degrees of 
freedom. In preserving the symmetric/antisymmetric 
displacement representation, the problem size was doubled. 
For such a problem size, it is economically impractical to 
extract the modes required for the modal analysis, con
sequently some form of dynamic reduction was necessary. It 
is well known that the type and level of reduction performed 
can have an adverse effect upon frequency and modal data. 
Since the quality of any modal transient analysis is governed 
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Fig. 3 Simply supported cylindrical shell used in evaluation of 
dynamic reduction procedures 

by the frequency and modal data used, the dynamic reduction 
performed must be done judiciously. 

Several reduction schemes are commonly used, and four 
types were examined for use in this analysis. The types 
examined were: 

• mass lumping followed by static condensation, 
• Guyan reduction, 
9 distributed parameter systems, and 
• fixed boundary modal synthesis techniques. 

Both mass lumping and Guyan reduction have been ex
tensively used. Studies with these techniques on shell struc
tures have indicated that substantial modal errors may be 
induced even for the low modes of the structure when heavy 
levels of reduction are utilized. Distributed parameter systems 
include the FEER eigenvalue technique [4] and the generalized 
dynamic reduction procedure of MacNeal [5]. Both of these 
techniques are relatively new and the latter has shown 
promising performance for some engine hardware ap
plications. At the initiation of this analysis, however, no 
evaluation has been made using these techniques for shell 
structures. Consequently both techniques were ruled out, 
although subsequent studies have indicated these to be 
promising techniques for future analyses. 

A procedure developed by Craig and Bampton [6] was 
found to produce excellent results for shell structures and to 
be readily adaptable to the NASTRAN program. In this 
procedure, both physical and modal degrees of freedom are 
used to describe the structure. The modal variables are 
generated by fixing each substructure at its interfaces with 
other substructures and extracting the "fixed boundary 
modes" of the substructure. Displacement compatibility is 
then required at the various substructure boundaries to form 
the system description. A brief mathematical overview of the 
Craig and Bampton technique follows. 

Each substructure is partitioned into internal and boundary 
degrees of freedom per equation (8). The boundary set must 
include, at a minimum, all freedoms which are common with 
other substructures. 

< 
a 
< 

GUYAN REDUCTION f = 983.4 (5%) 
>J # CRAIG AND BAMPTON f= 931,65 

UNREDUCED f = 930.13 

1ST HARMONIC. 2ND BENDING 

Fig. 4 Mode shape comparisons (or simply supported cylindrical shell 

P, = participation factors for various substructure 
fixed boundary modes 

[ 4>c | = displacement of internal degree of freedom 
due to boundary displacement, i.e., 

I* c l = - [ * / / ] - ' • [ * « ] 

Since each modal degree of freedom (P,) represents a 
physically meaningful displacement pattern for the sub
structure, this technique is generally more efficient than 
Guyan reduction where one freedom may represent a rather 
arbitrary displacement pattern. Computationally, the Craig 
and Bampton technique compares favorably with Guyan 
reduction. 

In addition to the effectiveness and simplicity of the Craig 
and Bampton technique, the procedure also provides the 
following intermediate checks on the structural model and 
analysis. 

• By extracting the fixed boundary modes of the sub
structures, the analyst is given a means of checking the 
structural model early in the assembly phase. 

• The frequency spectrum of the fixed boundary modes 
provides insight into the likely participation of the 
various modes, particularly if the harmonic content of 
the transient loads is known. 

• The fixed boundary mode procedure provides a means 
for further reducing the dynamic problem size. If the 
fixed boundary frequencies are considerably higher than 

M„ 

XB 

XI 

KR 

K1 

K, 

The fixed boundary frequencies and mode shapes (j <j>,)) of 
each substructure are then extracted from equation (9). 

co2[M/,](0,)=[^„](<M (9) 

The final displacements of each substructure are then 
expressed as a linear combination of the boundary induced 
displacements and the participation of the various fixed 
boundary modes. 

xB 

x, 

I i 0 

<t>c \ tf, P, 
(10) 

where Pb = substructure boundary displacements 

(8) 

the component's transient forcing functions, the fixed 
boundary modes may simply be restrained from par
ticipating. 

The need for carefully managing the dynamic reduction 
procedure is illustrated by the simply supported shell of Fig. 
3. The results of the first harmonic, second bending mode, 
frequency for this structure are shown in Fig. 4, comparing 
the Craig and Bampton procedure with a Guyan reduction 
scheme similar to the one employed in the original normal 
modes analysis [7]. As can be seen, the approach utilized leads 
to a substantial improvement in the modal data for this case. 

Enforced Dynamic Displacements. In the quasi-steady 
analysis of the JT9D/747, the wing pylon was attached to a 
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rigid mount. In dynamic analyses, the powerplant 
displacements are due primarily to the elastic response of the 
aircraft wing. Consequently, a procedure must be available 
whereby time dependent displacement histories may be en
forced on the model. These displacement histories are 
products of the airframe aeroelastic analysis and are defined 
for all six motions of the wing elastic axis at its intersection 
with the pylon centerplane. A typical wing vertical 
displacement history for the once-per-flight vertical gust is 
shown in Fig. 5. 

In NASTRAN, enforced dynamic displacements are ap
plied through a "large mass" or "acceleration generator." A 
mass several orders of magnitude larger than the structure is 
assigned to each degree of freedom where time dependent 
displacements are to be applied. The large masses result in 
essentially zero frequency, rigid body modes of the structure. 
These rigid-body modes may then be excited by forces 
producing accelerations that integrate to the desired 
displacement histories. 

Analysis Conditions. The computational costs involved and 
limited availability of airframe aerolastic data permitted 
evaluation of only two flight load conditions in the mission 
profile analyzed in the quasi-steady analysis. The two points 
from the steady loads spectrum which generate the most 
interesting dynamic load conditions are gust encounters and 
landing touchdowns. Both are inherently dynamic in nature 
and are described in a relatively short time period. For these 
flight conditions, the Boeing Commercial Airplane Company 
(BCAC) generated aeroelastic data for a vertical gust and four 
different landing sequences. The aeroelastic data employed 
reflects the behavior of the wing at the outboard engine 
location. The four landing sequences represent variations in 
aircraft gross weights, fuel loads, and sink rates. The vertical 
gust encounter analyzed was a Federal Aviation Ad
ministration FAR 25.341 "1-cosine" gust of 0.76-s duration 
with a once-per-flight value of 10 ft/s (3.05 m/s) at the 
following flight condition: 

Altitude 
Gross weight 
Mach number 
True airspeed 

22,100 ft (6736m) 
730,400 lb (331,303 Kg) 
0.875 
897.8 ft/sec (273.6 m/s) 

load histories were also generated by Boeing Commercial 
Airplane Company and imposed upon the NASTRAN model. 

Of the four landings described by Boeing Commercial 
Airplane Company, the following was chosen for analysis. 

9 Gross weight 490,000 lb (222,260 Kg) 
» Fuel weight 43,000 lb (1950 Kg) 
9 Sink rate 3 ft/sec (0.91 m/s) 

This case represents a typical revenue service profile land
ing. 

For the landing event analyzed, the inlet aerodynamic 
forces were estimated by Boeing Commercial Airplane 
Company to be negligible and were neglected. Consequently, 
the dynamic loads for the landing simulation consisted only of 
the enforced wing displacements. 

Damping and Transient Time Step Considerations. To 
extract modal damping factors for the propulsion system, 
accelerometer data from Pratt & Whitney Aircraft's flight 
testing was reviewed. Although the flight test aircraft was a B-
52, the pylon and engine structures were similar to the 
JT9D/747 system modeled in this analysis. The particular test 
sequence utilized concerned verification of the aircraft flight 
envelope by recording the aircraft response to various control 
surface inputs. Accelerometer data from various points on the 
powerplant were also recorded. 

A high-speed transient analysis of the power-plant ac
celerometer data was conducted and the following frequencies 
identified: 

2.2 Hz 
5.2 Hz 

10.2 Hz 
14.6 Hz 

25.0 Hz 
31.0 Hz 
58.0 Hz 
60.4 Hz 

This frequency spectrum is similar to that extracted from 
the current analysis as shown in Table 1. The trace of the 
higher modes was of insufficient strength or duration for 
constructing accurate amplitude versus time histories. 
Consequently a 12-Hz band filter was utilized and an am
plitude versus time history was created for the first mode of 
the system (2.2 Hz). Using equation (11) in conjunction with 
the accelerometer data, several calculations of damping 
factors were made, resulting in an average damping factor of 
6.06 percent. 

log A0/An 
8 = 

[1 .862A^+(log/ l 0 M„) 2 [ l (11) 

Although wing displacement data were available for 1.5 s, 
only the first 0.76 s was judged to be valid by the airframe 
manufacturer. For the gust conditions, cowl aerodynamic 

where 

5 = damping ratio 
A0 = amplitude of wave at time tx 

A„ = amplitude of wave after nth cycle 
N = number of cycles 

Because of the many sources of damping in the propulsion 
system and pylon structures, the value of 6 percent critical 
damping was felt to be reasonable for the lower modes of the 
system. Additionally, the dynamic response of the propulsion 
system to the loads being analyzed was anticipated to be 
dominated by the lower modes of the system. Consequently, 
an accurate assessment of a typical lower mode damping 
factor was felt to be more important than for higher modes. 

In selecting the transient step size there were three govern
ing considerations: 

9 In a modal transient analysis, the step size selected 
directly affects the numerical results through the stability 
of higher mode contributions. 

9 The time step must be small enough to track the orbit of 
each rotor in order to provide accurate circumferential 
clearance/interference information. 
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Table 1 Integrated propulsion system frequencies 

Mode 
1 
2 
3 
4 
5 
6 
7 
8 
9 

10 

11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 

24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 

«"S = 
A = 

SOTAM 

A 
S 
A 
S 
A 
A 
S 
A 
S 
S 

A 
S 
S 
A 
S 
A 
S 
A 
S 
A 
S 
A 
S 

s A 
S 

s 
A 

s A 
A 
A 
S 
A 
S 
S 
A 
A 
S 
A 

Frequency 
(Hz) 
2.5199 
4.4986 
6.8272 

11.115 
12.836 
14.497 
14.816 
19.123 
20.089 
24.510 

27.489 
29.024 
31.809 
32.499 
35.126 
37.833 
45.539 
45.556 
46.648 
51.473 
53.115 
54.059 
56.636 

62.207 
63.216 
70.002 
70.896 
72.600 
74.723 
75.101 
75.865 
76.513 
77.930 
83.489 
86.212 
87.184 
87.775 
88.225 
89.475 
90.955 

symmetric mode 
antisymmetric mode 

Ground 
test results 

(Hz) 
2.4 
4.6 

• 6.5 

56. 

Description 
First pylon lateral 
First pylon vertical 
Strut torsion 
Thrust frame, engine axial 
Engine roll 
Fan case rocking side 
Fan case rocking—vertical 

Fan thrust reversers 
Higher pylon bending with low 

rotor motion 
Case Torsion, low rotor bending 

Core engine bending 

Tailcone wagging, low-rotor 
bending 

8 Economic factors and computing resources. 

The relationship between a given time step (At) and the 
error induced for a participating mode of frequency o can be 
expressed by equation (12) [3]. 

V__ 1 + 
1 lAt2 (12) 

V 

A. = 

where Ar = computed amplitude of modal contribution 
from mode with frequency oi 
amplitude of modal contribution from exact 
solution 

o) = circular frequency 
At = time step size 

For the dynamic analysis, it was anticipated that the 
propulsion system response would be governed by the wing 
displacements. These displacements are primarily of relatively 
low-frequency content when compared to the computed 
integrated propulsion system frequency spectrum. Con
sequently, the modes in the 0-20-Hz range were expected to 
have the highest participation factors. If, in the modal 
analysis, modes to the 100-H'z level were retained (48 modes 
have system frequencies less than 100 Hz), this would provide 
a 5 to 1 frequency margin over the anticipated primary 
participation range and would also provide adequate coverage 
for higher modes which might be excited in the hard landing, 
or whose static contributions were required. 

It was required that there be less than 5 percent error in a 
mode with a frequency of 100 Hz, and equation (12) was used 
to yield a time step of 0.001 second. The 0.001 second 
transient time step provides approximately 8 examinations per 
revolution of the high-pressure rotor and 17 of the low-
pressure rotor at cruise conditions. 

JT9D/747 Transient Dynamic Results 
To assess the effects of aircraft dynamic flight loads on 

engine performance deterioration the following steps were 
performed in the analysis of the dynamic flight conditions. 

• The symmetric and antisymmetric fixed boundary modes 
of each substructure were computed, and the dynamic 
mass and stiffness properties of the various substructures 
were formed. The rotor substructure was reduced using 
Guyan reduction. 

8 Substructure matrices were assembled and the zero speed 
modes of the integrated propulsion system were ex
tracted. 

8 A modal transient response of the Boeing Commercial 
Airplane Company supplied dynamic loads with a 
transient step size of 0.001 s was conducted. 

8 The rotor and case displacements of the individual engine 
substructures were computed at the various times during 
the transient and the data used to construct a per
formance evaluation via a performance deterioration 
post-processor computer program. 
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Fig. 6 Flow chart for the deterioration post-processor program 

• An evaluation of the results obtained was conducted, and 
an assessment of their accuracy was made. 

An assessment of the validity of the calculations can be 
made through an engineering evaluation of various in
termediate results of the analysis. For the JT9D-7 study, the 
computed frequency spectrum and the modal participation 
data provides check points for examining the analysis. 

Empirical data for verification of the computed frequency 
spectrum is somewhat limited. The frequencies obtained, 
however, were in good agreement with the available ground 
test data and calculations made using the standard Pratt & 
Whitney Aircraft design analysis tools. Table 2 summarizes 
the available calibration data. 

In addition to these sources of verification, various other 
computed frequencies and mode shapes were found to be in 
good agreement with design studies employing body of 
revolution, shell of revolution, or beam modeling of 
miscellaneous engine components. On the basis of the 
available means of correlation, the computed propulsion 
system frequencies were believed accurate, providing con
fidence in the basic elastic and mass modeling of the struc
tures. 

One problem associated with large scale dynamic analysis is 
the generation of a large quantity of data which does not 
readily yield to a comprehensive evaluation. For this analysis, 
approximately 99 million pieces of data were generated in the 
process of characterizing the performance deterioration for 
the gust and landing simulations. 

Table 2 Correlation of computed frequency spectrum 

Strut lateral bending 
Strut vertical bending 
Strut torsion 
Tailcone vertical wagging 
Fan case rocking/low rotor 
LPC case bending/low rotor 

NASTRAN 
Analysis 
(Hertz) 

2.52 
4.50 
6.50 

56.60 
24.51 
29.02 

Test (T) or 
Analysis (A) 

(Hertz) 

2.40 (T) 
4.60 (T) 
6.80 (T) 

56.00 (T) 
22.83 (A) 
30.17(A) 

A performance deterioration post-processor was developed 

to eliminate the large amount of hand work that would be 
required to perform these calculations. The program com
putes clearance increases for each stage in the engine and 
performance deterioration resulting from blade-tip/rub-strip 
interferences. The program accepts NASTRAN deflection 
data as input. Three NASTRAN internal data blocks are used 
to define case and rotor geometry, and these must also be 
obtained from the NASTRAN run for each stage in the 
engine. The flow of the program is depicted in Fig. 6. The 
time dependent engine case and rotor displacement data were 
processed at various times during the load transients, and the 
resulting blade-tip/rub-strip interferences were related to 
engine performance deterioration. For the gust and landing 
simulations considered, it was determined that the effect of 
these dynamic loads on engine performance deterioration is 
negligibly small. 

In light of service experience, the once-per-flight vertical 
gust and the revenue service landing was expected to result in 
negligible performance loss and the analysis supports this 
experience. The primary response of the engine is the 
gyroscopic behavior of the fan induced by the wing pitching 
motions. Inertia forces during the gust encounter are not 
sufficient to induce seal wear at the top or botton of the outer 
air seals, supporting the results of the quasi-steady analysis.. 

Conclusions 
An analytical evaluation of the dynamic effects of two 

flight conditions of the JT9D-7/747 propulsion system was 
conducted. Predicted performance changes associated with a 
once-per-flight vertical gust, and a typical revenue service 
landing were calculated. The predicted dynamic load effects 
on thrust specific fuel consumption were found to be 
negligibly small. The results indicate that the quasi-steady 
state approach to flight loads modeling is adequate to in
vestigate the factors important to the deterioration process. 
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Introduction 

The depletion of fuel resources and continued increases in 
fuel costs make it imperative that future aircraft gas turbines 
have the highest possible efficiencies. Optimization of airfoil 
surface static pressure (velocity) distribution holds a promise 
for improving efficiency through the reduction of airfoil 
profile loss. This profile loss is generated by the boundary 
layers which develop on the airfoil surfaces. For a typical 
turbine airfoil, 75-80 percent of the total profile loss can be 
attributed to the suction surface boundary layers. Presently, 
the most efficient method of estimating this loss for a new 
design is to predict the boundary layer development through 
the use of a boundary layer calculation procedure. 

A number of calculation procedures are available in 
literature for estimating the laminar and turbulent boundary 
layer development. However, boundary layers on turbine 
airfoils have large regions of transitional flows [1, 2]. 
Relatively few of the calculation procedures [3-7] are capable 
of estimating the development of the resulting boundary 
layers. In most of the existing calculation procedures, con
cepts of turbulent boundary layers have been extrapolated in 
transitional regimes to facilitate computation. McDonald and 
Fish [3] used the turbulent kinetic energy transport equation 
with several assumptions about the structure of turbulence in 
transitional flows. In this way, they were able to predict heat 
transfer data on turbine cascades. Their assumptions about 
the structure of turbulence were, however, based on intuitive 
agruments instead of an analytical formulation or ex
perimental data. Arnal and Michel [4] and Wilcox [5] used a 
two equation turbulence model and Donaldson [6] used a five 
equation turbulence model for calculating transitional 
boundary layers. However, several constants in the higher 
order turbulence models were selected to optimize computer 
calculations instead of modeling the physics of the tran
sitional flow process. Finally, none of these models have been 
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Boundary Layer Development on 
Turbine Airfoil Suction Surfaces 
This paper presents results of a study, supported by NASA Contract NAS3-20646 
under the Energy Efficient Engine Program, conducted to investigate the 
development of boundary layers under the influence of velocity distributions 
simulating the suction sides of two state-of-the-art turbine airfoils. One velocity 
distribution represented a forward loaded airfoil ( "squared-off" design) while the 
other represented an aft loaded airfoil ("aft loaded" design). These velocity 
distributions were simulated in a low-speed high aspect ratio wind tunnel 
specifically designed for boundary layer investigations. It is intended that the 
detailed data presented in this paper be used to develop an improved turbulence 
model suitable for application to turbine airfoil design. 

assessed experimentally due to the lack of transitional 
boundary layer data on turbine airfoils. 

Only one investigator attempted to introduce physical 
concepts describing transitional flows in his calculation for 
boundary layer flow development. Forest [7] utilized in
termittency factor data when he developed a generalized 
procedure for calculating boundary layers on turbine airfoils. 
Such information has been demonstrated to be one of the 
most reliable features describing wall transitional flows. This 
is because the intermittency factor distribution has a universal 
shape in the transitional region in zero pressure gradient 
boundary layer flows. Unfortunately, Forest's approach 
required some intuitive arguments and empirical constants to 
predict heat transfer data on turbine airfoils. Currently, there 
are no experimental data available in the open literature to 
substantiate his assumptions. 

Based on the foregoing discussion, current calculation 
methods for turbulent boundary layers in transitional flows 
employ numerous assumptions about the turbulence structure 
which cannot be verified due to a lack of detailed ex
perimental data. The objective of the present study was, 
therefore, to experimentally assess the mean and turbulent 
velocity profiles developing under the influence of pressure 
gradients typical of state-of-the-art turbine airfoils. The 
resulting boundary layer data would provide unique insight 
into the processes governing the onset of transition for 
developing boundary layers. 

Detailed measurements were obtained for a constant inlet 
turbulence level (Tu = 2.4 percent) and an approximately 
constant Reynolds number based on exit velocity and test 
section length (Res = 8 X 105). 

Two velocity distributions were selected representing 
candidate designs of the fourth blade mean section of a low 
pressure turbine. Figure 1 gives the two airfoil shapes and 
predicted pressure distributions associated with each 
geometry. 

The resulting data describing the laminar, transitional, and 
turbulent regimes of each boundary layer are compared to 
theoretical predictions obtained from the turbulence model of 
McDonald and Fish [3]. The experimental results also provide 
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Fig. 1 Two state-of-the-art airfoil profiles and the associated surface 
static pressure distributions 

a unique data base for other investigators to compare existing 
turbulence models or develop new models. 

Experimental Apparatus 

Wind Tunnel. The experiment was conducted in a low speed 
wind tunnel specifically designed for conducting fundamental 
studies of two-dimensional, incompressible boundary layers. 
The tunnel operates at a constant air temperature and over a 
wide range of flow speeds and turbulence levels. Details of the 
wind tunnel, schematically shown in Fig. 2, and turbulence 
generating grids are given in a paper by Blair, et al. [8]. Also 
given in the paper of Blair are the results of a flat plate two-
dimensional laminar, transitional, and turbulent boundary 
layer study that substantiates the application of this wind 
tunnel for acquiring quality boundary layer data. 

Test Section. As shown in Fig. 2, the test section (0.86 m x 
2.44 m) of the boundary layer tunnel is situated between the 
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Fig. 2 Schematic of the boundary layer wind tunnel 

nozzle and the diffuser. It consists of a flat aluminum test 
plate, a contoured wall, and two transparent side walls. The 
inlet boundary layer was removed through a bleed scoop at 
the leading edge of the test plate. The contoured wall opposite 
the test plate was designed to generate the required pressure 
distribution. Two differently contoured walls were used in the 
present investigation, one for the squared-off pressure 
distribution, another for the aft-loaded pressure distribution. 
These pressure distribution shapes reflect two approaches 
toward designing turbine airfoil suction surfaces and 
represent the static pressure coefficient distributions on the 
two airfoils shown in Fig. 1. The potential flow analysis of 
Casper, et al. [9], was used to design the contoured wall 
shapes needed to produce the desired pressure distributions. 
Schematics of these test sections and static pressure coef
ficient distributions for each test section are given in Fig. 3. 

A number of holes were drilled in the contoured walls to 
insert hot-film/wire probes for boundary layer velocity 
profile measurements. The side walls of the test section were 
constructed from clear plexiglass to facilitate flow 
visualization and positioning of the probes. 

Nomenclature 

B = constant for the law-of-the-wall 
Bx = axial chord of the airfoil 

C = correlation coefficient = — uv/V^? V p 

Cp = pressure coefficient 

Cf = skin friction = —3r 

6* 
H = shape factor = — 

e 
k = von Karman's constant 
P = static pressure 

PT = total pressure 
q2 = turbulence intensity = u2 + v2 + w2 

Res = Reynolds number = ex" 

Re„ = Reynolds number = 

v 

S = test section length 
^ = axial distance 

Tu inlet turbulence level = 
V«2 

£/.„ 
U = streamwise component of mean velocity 

-uv 
V* 

= dimensionless velocity = U/v* 
= velocity at the edge of the boundary layer 
= streamwise component of turbulence intensity 
= dimensionless turbulence intensity = V ^ / v * 
= Reynolds shear stress 
= friction velocity = -JTW/P 

= normal component of turbulence intensity 
= traverse component of turbulence intensity 
= normal distance from the wall 
= dimensionless distance from the wall 

yv* 

7 
8 

intermittency factor 
boundary layer thickness 

5* = boundary layer displacement thickness 

boundary layer momentum loss thickness 

U_, U_ ( • * £ / / U \ 

v = kinematic viscosity 
p = density 

7\„ = wall shear stress 
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Fig. 5 Oscilloscope traces from flush mounted hot-film probes for the 
"squared-off" test section 

Instrumentation and Data Acquisition 

Wall Static Pressure. The distribution of wall static 
pressure on the test plate was measured at a number of 
streamwise and cross-stream locations. Variation of the static 
pressure coefficient in the cross-stream direction was found to 
be within ± 1.0 percent of the mean value at all streamwise 
locations. The pressure coefficient is plotted along the length 
of the test section in Fig. 3 for both the squared-off and the 
aft-loaded test sections. Also plotted in that figure are the 
calculated pressure distributions of the two airfoils from Fig. 
1. Experimental data show good agreement with the 
calculated airfoil pressure coefficient distribution, verifying 
that the desired velocity distributions were obtained in the 
present investigation. 

Wall Intermittency Factor. Flush mounted hot-film probes 
were used to identify the regions of laminar, transitional, and 
turbulent boundary layer flow. An intermittency meter, 
shown schematically in Fig. 4, was used to measure in
termittency factor distribution in the transitional regime. For 
laminar flows, the intermittency factor is zero whereas, for 
turbulent flows, it is one. The intermittency factor by 
definition [10] is the fraction of time during which the flow is 
turbulent. 

Figure 5 is a photograph showing oscilloscope traces of the 
output signals from a series of hot-film probes spanning the 
laminar to fully turbulent boundary layer region. Each trace 
corresponds to a sensor at the streamwise location listed. 
Distinct regions of laminar instability, generation of turbulent 
fluctuations, and subsequent growth to a fully turbulent flow 
are evident for the squared-off test condition presented in the 
figure. Similar observations were made for the aft-loaded test 
condition. 

Mean Velocity and Streamwise Component of Turbulence 

OWEN 

SQUARED-OFF 

AFT-LOADED 

DHAWAN & 

NARASIMHA'S 

CORRELATION 

30 40 50 b u '" 80 90 100 

PERCENT OF TRANSITION ZONE 
Fig. 6 Distribution of wall intermittency factors data in the transition 
zone compared with previous investigations 

Intensity Profiles. The reference speed of the wind tunnel was 
set with a pneumatic probe whereas all other velocities were 
measured with single element cylindrical hot-film sensors. 
Goose-necked boundary layer sensors, with a sensing area of 
0.051 mm in dia and 1 mm in length, were used to measure the 
streamwise velocity, the streamwise turbulence intensity, and 
the transverse turbulence intensity profiles. The streamwise 
mean and turbulence velocity profiles were measured at ten 
stations for each test configuration. Nine of these stations 
were located on the duct centerline while the tenth station was 
displaced 15 cm in the transverse direction from the centerline 
at the end of each test section. This latter station was selected 
to check the two-dimensionality of the flow field. Five of the 
ten profiles were located in the diffusing part of each test 
section to insure comprehensive coverage of the turbulent 
boundary layer regimes. 
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Fig. 7 Free-stream velocity distributions and transition zones for the 
two test configurations 

Boundary layer integral parameters, defined by the 
momentum loss thickness Reynolds number (Re„), shape 
factor (H), and skin-friction (Cr), were calculated from the 
mean velocity profile data. 

Turbulence Intensity Profiles. The normal component of 
turbulence intensity was measured with a cross-wire geometry 
hot-film boundary laye£ probe. Measurement of the 
streamwise (w2), normal (v2), and transverse components 
(w2) of turbulent intensity in the boundary layer were ob
tained at two streamwise locations for each test geometry. 
One measurement station was situated in the transition region 
and the second station was located in the fully turbulent 
regime. The resulting measurements provided complete in
formation about the boundary layer in both the transitional 
and fully turbulent flow regimes. A discussion of the results 
and a comparison of experimental data with theoretical 
predictions are presented in the following section. 

Results and Discussion 

Boundary layers for both test configurations were laminar 
near the leading edge of the test plate and became fully tur
bulent after passing through the transitional regime. Detailed 
discussions of the measured data for each boundary layer 
regime, in addition to theoretical predictions, are given in this 
section. Theoretical predictions were obtained from the 
STAN-5 [12] version of Patankar-Spalding [11] boundary 
layer calculation method. The turbulence model of Mc
Donald-Fish was used in the foregoing calculation method to 
facilitate the boundary layer predictions through the tran
sition regimes. 

Intermittency Factor Data. Measurements of intermittency 
factor distribution in the transitional region of the two test 
boudnary layers were obtained from the flush mounted hot-
film probes and the intermittency meter described previously. 
These data are plotted in Fig. 6 along with the flat plate data 
of Owen [13] and the empirical correlation of Dhawan and 
Narasimha [10]. As shown in this figure, present data are in 
good agreement with the data of Owen and the correlation of 
Dhawan and Narasimha. This correlation was developed 
on the basis of data from transitional boundary layers 
developing under the influence of a zero free-stream pressure 
gradient. Transition regions for the present test conditions 
were found to be located in the adverse pressure gradient 
region, as shown in Fig. 7. Good agreement of the present 
data with Dhawan and Narasimha's correlation indicates that 
the distribution of intermittency factor in transitional flows is 
independent of the free-stream pressure gradient. 
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Fig. 8 Turbulent boundary layer velocity profiles using law-of-the-wall 
dimensionless parameters 

Mean Velocity Profile Data and Theoretical Predictions. 
Ten mean velocity profiles were measured for each test 
geometry. Nine of the combined twenty velocity profiles 
obtained from both test sections were located in the laminar 
flow region, four were in the transitional flow region, and the 
remaining seven were in the fully turbulent flow region. A 
comparison of the mean velocity profile data in the tran
sitional and turbulent boundary layer regimes with well 
established semi-empirical formulations is presented 
hereafter. 

Historically, turbulent velocity profile data are presented in 
terms of a semi-log plot of dimensionless velocity (U+) versus 
dimensionless distance from the wall (y + ) . It was shown by 
Ludweig and Tillmann [14] and substantiated by a number of 
other investigators (see Coles [15] for further reference's), that 
all turbulent boundary layer data show a universal region 
where the following equation is valid: 

(7+ 
1 

lny + +B (1) 

where: U+ = dimensionless velocity; k — von Karman's 

Journal of Engineering for Power JULY 1982, Vol. 104/701 
Downloaded 01 Jun 2010 to 171.66.16.62. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



> 
H 
O 
O 

z o 

U =y (DIMENSIONLESS DISTANCE FROM WALL) 

fy ^smay^ 

(INTERMITTENCY FACTOR) 

7=0.096, s = 0.541 M SQUARED 

•>= 0.69, s = 0.63M 

OFF 

SQUARED-OFF 

0.812, s= 0.629 M AFT-. 
LOADED 

T-=- 0.986, 
s = 0.737 M(METERS) 
SQUARED-OFF 

_L _L J 
1 10 100 1000 

DIMENSIONLESS DISTANCE FROM WALL (y+) 

Fig. 9 Transitional boundary layer velocity profile using law-of-the-
wall dimensionless parameters 

SHAPE 
FACTOR 

(H) 

z 
0.004 -

0.003 

SKIN 0.002 

FRICTION 
<c<: 

> 

800 

REYNOLDS 
NUMBER 

(Refl) 
600 

400 

• A O DATA 

— — — . THEORETICAL PREDICTION 

TRANSITION REGION (MEASUREMENT) 
t W A W A V / l I I I 

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0 

STREAMWISE DISTANCE FROM THE LEADING EDGE, METERS 
Fig. 10 Comparison of measured integral parameters for the squared-
off test section with theoretical predictions using McDonald-Fish 
turbulence model 

constant; y+ = dimensionless distance from the wall; and B 
= constant for the law-of-the-wall. 

Equation (1) is often referred to as the "law-of-the-wall." 
Turbulent boundary layer mean velocity profile data from the 
two test configurations are plotted in Fig. 8 using the 
dimensionless parameters of equation (1). Large regions exist 
where the law-of-the-wall is valid. Constants k and B were 
found to be 0.41 and 5.0, respectively, which are consistent 
with constants obtained by Coles from the data base 
presented at the Stanford Conference. 

Unlike fully turbulent flows, there is no available published 
mean velocity profile data comprehensive enough to represent 
transitional boundary layer development. As a result, the 
transitional boundary layer data from the present tests are 
plotted in Fig. 9 in the same coordinate system as used for the 
turbulent boundary layer data in Fig. 8. Also shown in Fig. 9 
are the wall intermittency factor data associated with each 
profile and velocity profiles expected in the viscous sublayer 
and in the fully turbulent flows. This figure shows that as the 
intermittency factor increases, the velocity profiles change 
from a viscous sublayer shape to a fully turbulent shape. The 
velocity profile for the boundary layer, where the in
termittency factor is 0.982, exhibits a turbulent profile shape 
similar to the velocity profiles in Fig. 8. 

Integral parameters defined by the momentum loss 
thickness Reynolds number (Re„), shape factor (H), and skin-
friction (Cr) were calculated from the mean velocity profile 
data. The data are compared to theoretical predictions in the 
following two sub-sections for the two test boundary layers. 
Free-stream velocity distributions, shown in Fig. 7, and 
measured inlet turbulence level (Tu = 2.4 percent) were 
parameters input for the boundary layer calculation method 
STAN-5. Theoretical calculations started with the velocity 
profile measured at the station nearest the leading edge of the 
test plate. 

Comparison of Squared-Off Test Data with Theoretical 
Predictions. Experimental data for the integral parameters 
obtained from the squared-off test configurations are plotted 
in Fig. 10 along with the theoretical predictions. In general, 
theoretical predictions show good agreement with the data. 

Detailed mean velocity profile data are compared to the 
theoretical predictions in Fig. 11. Theoretical predictions 
show good agreement with laminar and turbulent velocity 
profiles. However, the predictions are in poor agreement with 
the transitional velocity profile data. 

Comparison of Aft-Loaded Test Data with Theoretical 
Predictions. A comparison of the experimental and 
theoretical integral parameters for the aft-loaded test is shown 
in Fig. 12. Theoretical predictions are in good agreement with 
the data for the laminar region of the flow field, but show 
separation of the flow in the diffusing part of the boundary 
layer. Calculations were repeated and the boundary layer was 
artificially made transitional, at a distance of two boundary 
layer thicknesses upstream of the expected separation point, 
to obtain theoretical predictions. It is difficult to say, on the 
basis of the present data, whether the boundary layer had 
really separated at the predicted location. However, it should 
be pointed out that the calculated separation location is 
slightly upstream of the transition region identified with the 
hot-film probes. Even if separation had occurred, it did not 
influence the behavior of the intermittency factor in the 
transitional region as shown previously. 

Figure 13 shows detailed velocity profile data along with the 
theoretical predictions. Again, measured mean velocity 
profiles for the laminar and turbulent regions are found to be 
in good agreement with predictions. 

Comparisons of theoretical predictions with the ex
perimental data for the two test configurations indicate that, 
overall, the McDonald-Fish turbulence model provides good 
estimates for the mean integral parameters for attached 
transitional boundary layers. 

Turbulence Intensity Profiles in the Turbulent Boundary 
Layer Regions. Three components of turbulence intensity 
measured at the test section exit plane for the two test 
boundary layers were used to obtain total turbulence intensity 
profiles. The data obtained from the present test are plotted in 
Fig. 14 along with the flat plate boundary layer data of 
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Fig. 12 Comparison of measured integral parameters for the aft-
loaded test with theoretical predictions using McDonald-Fish tur
bulence model 

Klebanoff [20]. The present data are found to be in good 
agreement with Klebanoff's data. Relative magnitudes of 
various components of turbulence intensity for the squared-
of f test configuration are plotted in Fig. 15. The data indicate 
that the streamwise (w2), the normal (v2), and the transverse 
(w2) components of turbulence intensity contain about 50, 20 

and 30 percent of the total turbulence intensity, respectively, 
which is consistent with the data of Klebanoff. Lines drawn at 
50, 30 and 20 percent represent the values used in the Mc
Donald-Fish turbulence model and the present data support 
their assumptions, at least in the fully turbulent region. 

Turbulence Intensity Profiles in the Transitional Boundary 
Layer Regions. Relative magnitudes of turbulence intensity 
components for the transitional region of the squared-off test 
boundary layer are plotted in Fig. 16. The present data show 
that the streamwise and normal components of turbulence 
intensity contain about 80 and 10 percent of the total tur
bulence intensity, respectively. This data also show that 
turbulence in transitional boundary layers is more 
nonisotropic than in fully turbulent flows.1 Further com
ments on the nonisotropic nature of turbulence on the 
behavior of transitional boundary layers are made in the 
following subsection. 

Turbulence Intensity in the Laminar Boundary Layer 
Regions. Systematic growth of the streamwise component of 
turbulence intensity was observed in the laminar region of 
both test boundary layers. The present data, along with 
similar observations from previous data, are subsequently 
discussed. 

Dimensionless turbulence intensity (u + ) data in the laminar 
boundary region are plotted as a function of dimensionless 
distance from the wall (y + ) in Fig. 17 for both test boundary 
layers. This figure shows the following two important 
features of the turbulence profiles: 

1 Turbulence intensity profiles in the laminar boundary 
layer region have a maximum value in the neighborhood 
of25. 

2 Maximum turbulence intensity (« + at_y+ = 25) increases 
in the downstream direction as the onset of transition is 
approached. 

Similar observations can be deduced from the 
measurements of Leipmann [17] and Schubauer and 
Klebanoff [19]. The data from the latter work are plotted in 
Fig. 18 and show the same trend as observed in the present 
investigation. Both Leipmann and Schubauer and Klebanoff 
concluded that these high turbulence intensities were due to 
the presence of strongly amplified oscillations. These 
disturbances do not significantly influence the shape of the 

' Where the streamwise and normal components of turbulence intensity 
contain about 50 and 20 percent of the total turbulence intensity, respectively. 
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mean velocity profiles as shown by the aforesaid two in
vestigations in which the mean velocity profile data matched 
the Blasius solution for laminar regions. 

The results of the present study and the conclusions 
reported in references [17] and [19] form the basis of a 
hypothesis for the onset of transition in boundary layer flows. 
Conceptually, disturbances grow in laminar boundary layers 
in the streamwise direction until they reach a threshold value 
where the process of transition is initiated. If the onset of 
transition is assumed to occur when the intermittency factor 
reaches a value of about 0.1, then, on the basis of the present 
data, the threshold disturbance value corresponds to 
maximum dimensionless turbulence intensity equal to 3. 

The present hypothesis for the onset of transition may be 
written as: 

-9 v* (2) 

where: u2 = streamwise component of turbulence intensity; 
and v* = friction velocity. 

Leipmann obtained detailed measurements of various 
components of turbulence intensity in laminar boundary 
layers which indicate that streamwise and normal components 
of turbulence intensity contain about 90 and 4 percent of the 
total turbulence intensity, respectively. In addition, Leipmann 
also proposed a hypothesis for the onset of transition ac
cording to which the flow becomes transitional when the 
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Fig. 15 Distribution of normalized turbulence intensity components in 
the fully turbulent region of the squared-off test configuration 

maximum value of Reynolds shear stress in the laminar flow 
equals the wall shear stress. Leipmann's hypothesis for the 
onset of transition may be written as: 

~^uv = v*2 (3) 

where: —uv= Reynolds shear stress and v* = friction 
velocity. 

If it is assumed that Leipmann's hypothesis is consistent 
with the present hypothesis for the onset of transition, then 
equations (2) and (3) and turbulence intensity data of Leip
mann may be used to obtain the following relationship 
between the Reynolds shear stress and total turbulence in
tensity. 

-uv = 0.\q2 (4) 
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the transitional region of the squared-off test configuration 

where: — uv = Reynolds shear stress and q2 = turbulence 
intensity. 

It is interesting to find that - uv/q2 in the laminar bound
ary layer (equation (4)) is ofJhe_same order as obtained in 
fully turbulent flows where — uv/q2 is typically 0.12. 

Equations (2) and (3) and Leipmann's data may also be 
used to obtain typical values of the correlation coefficient 
between the stream wise and normal components of turbulence 
intensity. The correlation coefficient (C) may be written in 
terms of Reynolds shear stress and the two components of 
turbulence intensity as follows: 

C= ™ (5) 

where:^T = correlation coefficient; — uv = Reynolds shear 
stress; u2 = streamwise component of turbulence intensity; 
and v7 = normal component of turbulence intensity _ 

Substituting v*2 for —uvjrom equation (3), v2 = u2/22.5 
from equation (2), into from Leipmann's data and u2 = 9 v* 

equation (5) leads to: 

C = 0.527 (6) 

Since the correlation coefficient is typically 0.45 in fully 
turbulent flows, the value in equation (6) is in close 
agreement, implying that the magnitude of the correlation 
coefficient may be independent of the state of the boundary 
layer. 

A number of turbulence models [3-5] implicitly assume that 
either the variation in correlation coefficient (C) or a variation 
in —uv/q2 is responsible for low magnitudes of Reynolds 
shear stress in laminar or transitional boundary layers. 
However, equations (4) and (6) show that both C and — uv/q2 

may be independent of the state of the boundary layer. Lower 
magnitudes of Reynolds shear stress in laminar and tran
sitional boundary layers, as opposed to fully turbulent 
boundary layers, are possible due to lower magnitudes of the 
normal component of turbulence intensity in these flows. This 
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Fig. 17 Growth of turbulence intensity in the laminar region of each 
boundary layer 

statement implies that the nonisotropic nature of turbulence 
in laminar and transitional boundary layers may be a 
dominating mechanism governing the process of transition in 
boundary layers. None of the available turbulence models 
recognizes this nonisotropic behavior of turbulence for 
predicting transitional boundary layer growth. 

On the basis of the present data for transitional and tur-
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bulent boundary layers, and Leipmann's data for laminar 
boundary layers, the process of transition in boundary layers 
may be visualized to occur in the following manner. 
Disturbances, due to the presence of instabilities in the viscous 
flow, grow in the laminar boundary layer where most of the 
disturbance energy is contained in the streamwise component 
of turbulent intensity. Initially, the normal component of 
turbulent intensity has a low value in the laminar boundary 
layer, but it increases in the downstream direction by ob
taining energy from the streamwise component of the tur
bulence intensity. Simultaneously, the Reynolds shear stress is 
generated due to the presence of the normal component of the 
turbulence intensity. When the maximum value of the 
Reynolds shear stress in the laminar boundary layer is 
equivalent to the wall shear stress, the flow ceases to be 
laminar and the process of transition is initiated. Both 
streamwise and normal components of turbulent intensity 
grow in the transitional region with the latter component 
growing at a faster rate than the former, resulting in an 
overall increase of the Reynolds shear stress. Transition is 
terminated when the streamwise and the normal components 
of turbulence intensity and the Reynolds shear stress reach 
their respective equilibrium magnitudes. 

Conclusions 

Reliable turbulence models are vital for predicting the 
profile loss on the suction side of turbine airfoils having 
different free-stream velocity distributions. An experimental 
and analytical investigation was, therefore, conducted to 
assess the influence of free-stream velocity distribution on the 
development of two dimensional transitional boundary 
layers. The study provided a unique data base for evaluating 
existing and future turbulence models for transitional 
boundary layers. The following conclusions result from the 
present investigation: 
9 Wall intermittency factor data, in adverse pressure 

gradient boundary layers, agree with the zero pressure 

gradient correlation of Dhawan and Narasimha. Thus, the 
present data indicate the intermittency factor distribution 
in transitional boundary layers is independent of the free-
stream pressure gradients typical of turbine airfoils. 

• Turbulence intensity profiles have a maximum value at y + 

equal to 25 in laminar boundary layers. This maximum 
intensity increases in the streamwise direction and the 
onset of transition occurs when the streamwise turbulence 
intensity ( V J ? ) reaches a threshold value of three times 
the friction velocity (i>*). 

9 Deductions, based on the present data and the work of 
Leipmann, indicate that the ratio of Reynolds shear stress 
to turbulence intensity ( — uv/q1) is approximately the 
same in the laminar and the turbulent flow. The 
correlation coefficient ( - uv/\f^ V^2) is also similar in 
these two flow regimes. 

9 The McDonald-Fish turbulence model gives reasonable 
predictions for mean integral parameters in attached 
transitional boundary layers. 
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Mechanical Design of a High-
Efficiency 7.5-iW (105000-hp) 
Gas Turbine 
This paper describes the mechanical design features on TF-10 gas turbine. The TF-
10 gas turbine features an intercooled centrifugal compressor and an annular 
combustor. A regenerator is added as a standard item. The ISO rating is 7.5 MW 
(10,000 hp) with a rotor inlet temperature (RIT) of 1116°C (2042°F) and a 
thermal efficiency of approximately 44 percent. Description of the combustion, 
rotors, stators, bearings, and shafting is presented. 

Introduction 

In 1976, Thomassen Holland and Fern Engineering began 
the development of a high efficiency 7.5 MW gas turbine. The 
objective was to design a gas turbine with the highest possible 
thermal efficiency using proven state of the art mechanical 
design practice in order to achieve maximal reliability with 
minimal development. 

Many studies were made to determine the cycle parameters 
such as pressure ratio and RIT, along with the basic turbo-
machinery flow path, number of stages, etc., which would 
optimize thermal efficiency. These were made in conjunction 
with mechanical design analysis to determine cooling air 
required, leakages, and bearing losses. 

The final cycle selected was an intercooled, regenerative gas 
turbine with rotor inlet temperature of 1116°C and overall 
pressure ratio of 9:1. 

The cycle optimization study was presented at the 1980 
ASME conference [1]. 

The unit is a two-shaft design with an annular combustor, 
single stage axial high pressure turbine driving a double ended 
LP centrifugal compressor and a single hp centrifugal 
compressor, followed by a two stage load turbine. 

Basic Machine Arrangement 

The basic mechanical design approach was to combine the 
advantages of both the heavy duty industrial type design and 
aircraft derivatives. Features taken from aircraft design 
include: 

» full annular combustion liner 
9 modular construction 
9 nickel base alloy turbine wheel material 
9 wheel space bucket cooling air boarding 
9 multiple fuel nozzles 
9 nonsplit combustor casing and exhaust frame for 

structural integrity 

Contributed by the Gas Turbine Division of THE AMERICAN SOCIETY OF 
MECHANICAL ENGINEERS and presented at the Gas Turbine Conference and 
Products Show, March 9-12, 1981, Houston, Texas. Manuscript received at 
ASME Headquarters December 30, 1980. Paper No. 81-GT-210. 

Similarly, features taken from heavy duty industrial gas 
turbine design include: 

9 hydrodynamic bearings 
9 low alloy steels as casing materials 
9 low cost construction 
9 simple maintenance, no special tools 
9 fewer stages of turbo machinery 
9 split turbine shell for hot gas path inspections and service 
9 rugged, long life design 

The basic aerodynamic approach was to make full use of 
the parameters that make the regenerative intercooled cycle 
[RIC] one of the highest in thermal efficiency. 

The 9:1 pressure ratio was selected by optimizing on a firing 
temperature [RIT], which in turn was optimized by including 
the effect of mechanical design in terms of cooling and 
sealing. For example, without realistic evaluation of the 
required hot gas path cooling and leakage air, the indicated 
optimum pressure ratio would be near 11:1. The number of 
stages was also selected by considering the effect of bucket 
cooling air, wheel space cooling air, shroud, nozzle, and stage 
seal leakage. The exhaust diffuser is optimized also in 
mechanical requirements such as strut cooling air in
troduction and gas path overlaps. 

One of the most important aspects of a gas turbine machine 
arrangement is the construction and location of the rotors and 
bearings. In the early stage of the TF-10 design, both two 
shaft and single shaft versions were considered. Also, 
combined and separate compressor and turbine casings and 
simply supported and overhung wheels were studied. Twenty 
different shaft and bearing arrangements were considered as 
depicted in Fig. 2. 

The single shaft versions were eliminated and the final 
choice was No. 17, i.e., six bearings with over hung turbine 
rotors and separate turbine and compressor casings. 
The advantages of this choice are: 

1 Each of the three pieces of turbomachinery has its own 
rotor with two bearings of known reactions and is 
vibrationally isolated from the other rotors via flexible 
couplings. 
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Fig. 1 TF-10 cross section 

2 Problems of alignment are minimized and no shaft 
stresses are introduced through misalignment. 

3 Better control is possible of critical speeds, rotor 
response, loss of bucket capability, and subsynchronous 
whirl. 

4 Each section of turbomachinery can be designed and 
optimized in a modular fashion independent of each 
other. 

5 Changes in design and application (such as a low Btu gas 
combustor or a different load turbine) can be ac
complished without major redesign. 

6 Maintenance and/or replacement of each section is 
independent of the other. 

The arrangement then consists of a compressor with LP 
and hp centrifugal impellers straddle mounted on a two 
bearing shaft in its own independently supported casing. The 
compressor is connected to the turbine with a flexible 
coupling. 

The turbine consists of two modules, hp and L.P. Six 
flanges break these into five major assemblies: hp casing, hp 
rotor cartridge, LP casing, exhaust frame, and LP rotor 
cartridge. 

The turbine casing is also independently centerline sup
ported and gibbed. The exhaust has an isolated hood that is 
sealed and supported from the exhaust frame. 

Air is piped from the LP compressor outlet to the in-
tercooler, from the intercooler to the hp compressor inlet and 
from the hp compressor outlet to the regenerator. Pipes return 
heated air from the regenerator to four inlet ports in the 
combustor casing. 

Compressor Design 

Rotor. Both impellers of the two stage centrifugal com
pressor are located on one shaft supported by bearings at each 
end. The shaft is driven from the hp end, while at the LP end, 
a coupling drives the accessory gear. The dimensions, shape 
and speed of the impellers are set by aerodynamic op
timization, taking into account optimum running conditions 
of the HP turbine stage. So the double entry LP stage con

figuration was established as being necessary to approach 
optimum specific speed for all three turbomachinery com
ponents running at the same physical speed [2]. 

Wheel stress calculations were performed by finite element 
methods to assure mechanical and aerodynamic optimization. 
The results of these stress calculations indicated that a number 
of materials were possible, such as high alloy steels, nickel 
base alloys, and Titanium alloys. Other considerations, such 
as corrosion and erosion resistance, manufacturing and 
weight (critical speed), were taken into account in making the 
final selection: German grade 1.4405A 16/5 chromium nickel 
stainless steel. 

An early analysis of the LP wheel showed an advantage of 
the LP double flow concept: the symmetric shape gives a more 
uniform stress distribution at the bore. Giving the backside of 
the hp hub a shape either inwards or outwards resulted in an 
improvement in the hp bore stress. (Figs. 4(a-c)). In
tegration of a balancing piston with hp impeller hub gave a 
shape which is very close to the shape of the LP hub. The 
result of the analysis showed a considerable decrease in bore 
stress. However, an unacceptable stress peak occurred in the 
corner between balance piston and hub (Fig. 4(d)). Different 
designs were investigated to solve this problem. The best 
solution was the shape of Fig. 4(c) [3,4]. 

Aerodynamic design of the inlet channels of the radial 
impellers gave a lower limit to the amount of axial spacing 
between the impellers and/or other components. A number of 
different shaft configurations were considered and analyzed 
for critical speed with the influences of bearing span, 
overhang weight, and location of masses between the bearings 
(see Fig. 5). 

Figure 5(a) was eliminated in an early stage. Apart from 
not fulfilling the critical speed demands. In this case, it is not 
possible to take full advantage of the overhung impeller 
concept because both shaft ends bear a coupling to another 
machine part. 

A major remaining consideration was the thrust bearing 
location. Putting the thrust collar between the radial bearings 
increased the bearing span, while putting it outside increased 
the overhung weight. 
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None of these locations gave a satisfactory fulfillment of 
critical speed demands (Figs. 5(b) and (c ) ) . 

The solution was found by separating the active and 
inactive thrust bearing and locating them at either side of the 
radial bearing (see Figs. 5(e) and ( / ) ) . 

As thrust faces the shaft material itself is used, being the 
remaining surface between radial bearing diameter and 
overall shaft diameter (see Fig. 6.) Because this surface is too 
small to carry the full thrust as calculated for hp impeller, the 
latter is equipped with a thrust balancing device (see Fig. 7). 

The diameter of this balancing piston is chosen in a way 
that under all operating conditions there will be a force 
present in a constant direction. 

The balancing piston will be made integral with the hp 
impeller, which is favorable for the maximum bore stress in 
the wheel (see Fig. 4). Comparing Figs. 5(c) and (d) proved 
that the location of the hp wheel mass as close as possible to 
the bearing was favorable. 

The use of the balancing piston gave the opportunity to 
level off the hp wheel exhaust pressure to atmospheric 

pressure in different stages, thus minimizing the amount of air 
leaking to atmosphere. 

A scheme for the hp sealing is also shown in Fig. 7. The 
backface of the hp impeller is subjected to the static pressure 
of the wheel outlet at the outer part, while the inner part is 
subjected to the pressue maintained next to the bearing 
housing, which pressure is approximately 1.3 bar. The seal of 
the balance piston is split into two portions: The first seal 
seals from hp wheel discharge pressure to hp inlet pressure 
and the second seals the hp stage inlet pressure from the 
pressure next to the bearing housing. 

Casing 

The compressor module of the TF-10 has been designed 
fulfilling the following demands: 

9 horizontally split casing 
9 all piping connections in bottom half 
8 inlet hood to be mounted in any clock position 
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Compressor cross section 

• no bolting in flow path 
8 bearing inspection possible without lifting upper half 

The main element of the casing is a cylinder (see Fig. 3). To 
allow the inlet air to flow in, openings are cast in cir-
cumferentially. The lower half has openings for the hp inlet. 

Outside the cylinder, the scrolls are located for collecting 
the discharge air of both stages. 

The piping connections of the scrolls are in the bottom half. 
The bearing housings are located in the end walls of the 
cylinder. Within the cylinder, there are three diaphragms: 

8 shrouds and diffusor of the LP stage 
• shroud and diffusor of the hp stage 
• interstage diaphragm 

Pressure loading on structural parts is avoided as much as 
possible. The LP end-wall is only subjected to the load equal 
to the pressure drop across the inlet. The interstage is loaded 
by the pressure difference between hp and LP inlet. The hp 
end-wall is only subjected to hp inlet pressure at the outside. 
This is another advantage of the split seal on the balancing 
piston. Moreover, the hp diaphragm is subjected to the same 
pressure at both sides. The hp discharge pressure is contained 
between both walls of the diffusor. The only part that has to 
withstand full compressor discharge pressure is the hp scroll. 
Thrust load is taken by the LP endwall, which is shaped to do 
that with minimal deflection. 

The LP part and hp part of the casing were analyzed by 
finite element methods. The pressure load and thrust load can 
be taken easily by the proposed design. To decrease tem
perature stresses, material has been removed at places where 
no pressure or mechanical load is of high value. Therefore, 
LP inlet struts were made smaller, although their number 
increased. Wall thickness of the main cylinder was adapted to 
flatten out stress peaks. 

Combustion Design 

The combustor liner (shown in Fig. 9) is one of the com
ponents in the TF-10 that is contributing to industrial gas 
turbine "state of the ar t" design. It is an annular design, 
employing aero-combustor technology. The combustor inlet 
temperature, due to regeneration, is high for industrial 
combustors, yet due to the TF-10's low pressure ratio, the air 
mass flow is relatively low. This, along with a relatively high 
firing temperature 1116°C (2042°F) RIT, provided a 
challenging heat transfer design objective. 

Fig. 5 Thrust bearing locations 

To accomplish this high temperature combustor liner 
design and still maintain simplicity, mechanical integrity, and 
high degree of reliability, the liner will be made out of 
Hastalloy-x and will use 560°C (1040°F) inlet air to cool the 
liner walls. 

Air is supplied to the combustor via four radial regenerator 
feed pipes, where it then impinges on an annular flow 
distributor and then turns 180 deg to approach the combustor 
in an axial direction. 

The liner walls will be cooled using a combination of 
splash-impingement and film cooling. In order to keep the 
cooling film effectiveness high, the cooling air is introduced at 
16 different axial locations (eight inner and eight outer). 

This construction offers a short stiff liner that has a high 
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Fig. 6 Thrust bearing Fig. 7 Balance piston with hp sealing arrangement 

plate stiffness, producing high resistance to vibration 
problems and creep buckling. 

The annular flow distributor has also been kept short and 
rigid and is supported in such a manner that its thermal 
growth is independent from both the combustor liner and 
combustor casing, hence avoiding high thermal stresses. 

The fuel injection system consists of 24 axial injector tubes 
fed from one annular manifold. The tubes are mounted for 
easy removal and maintenance. The ignition system consists 
of two radially located retractible igniters (180 deg apart). 
Flame detection will be provided by two radially located 
(again 180 deg apart) uv detectors. The detectors are mounted 
outside of the hp casing. Tubes, located on the flow 
distributor, provide sight into the primary combustion zone 
via a primary air injection hole. 

The combustor liner, combustor casing, flow distributor, 
and all peripherals have been designed to allow adaption (by 
resizing) to a wide variety of fuels. By virtue of the TF-10 
modular concept, the turbine can easily adapt even a very low 
Btu gas, via change in only the turbine and combustor liner, 
casing, and flow distributor. 

Turbine Gas Path Design 

The turbine stator vanes (nozzles) are cast and machined 
cobalt base material because of its high melting temperature 
for resistance to hot streaks and for its repairability (welding). 
The A0 nozzle is made of FSX 414 for its superior oxidation 
and corrosion resistance and the Al and A2 nozzles are made 
from X40 for the high strength. In this section, the hp turbine 
is referred to as A0 stage and the power turbine is referred to 
as Al and A2 stage. 

The A0 nozzle and A0 shroud are hook mounted on a pin 
supported complete ring of Greek Ascoloy (12 percent Cr) 
material. This ring of low temperature expansion coefficient 

is used to better maintain seal and bucket tip clearances. The 
A0 nozzle is integrally cast in a two-vane segment; 12 
segments to an assembly with seal strip and groove type 
sealing between segments at the inner and outer side walls. A 
Hastalloy X T-shaped seal is used to seal regenerator air 
discharge pressure at the inner wall. 

A0 nozzle is cooled utilizing a combination of impingement 
and film cooling techniques. The outer sidewall and the airfoil 
body are impingement cooled with Inconel 60 plate and insert. 
The inner sidewall and trailing edge of the airfoil is film 
cooled via drilled holes. The trailing edge uses two rows of 
pressure side bleed holes and one row of slots. 

The Al nozzle is made of 12 two-vane segments that are 
hook mounted to the forward Hastalloy X support segments 
and to 321 S.S. Al stator shrouds. It is also sealed by strip-
and-groove seals at the sidewalls. The Al nozzle supports a 
diaphragm disc of 302 stainless steel. A body impingement 
insert and one row of pressure side drilled cooling holes is 
used to cool the Al nozzle. 

The uncooled A2 nozzle is made of 12 three-vane segments 
that are hook mounted on the Al stator shroud segments and 
on the 304 S.S. A2 stator shroud segments. It supports the 
segments of 304 S.S. A1/A2 interstage seal. 

The turbine rotor blades (buckets) are all of the long shank 
integral cover type design with one horizontal platform pin 
and one radial side cover pin for damping and sealing. The 
buckets are mounted in their wheels via a high efficiency, low 
stress, three tang dovetail using a loose fit. The buckets are 
locked axially, using a single segment locking wire hoop of 
Inconel X750 laced through the hookover groove, that 
alternates between wheel and bucket dovetail ends. All three 
stages are cast and machined from IN 738 LC material and 
carry two wheel seal wings on both sides for better wheel 
space cooling control. The A0 bucket is cooled using ten ECM 
drilled holes which run from the bottom of the dovetail to a 
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Fig. 8 Turbine cross section

Fig.9 Combustor cross section

Dome

Fig.10 AO· A·1 • A2 noule

hollow cavity in the bucket tip. The cooling air is supplied
from compressor discharge air and accelerated to wheel speed
into the AO forward wheel space. From there it boards and
flows through holes in the wheel, one per dovetail, to a cavity
at the bottom of the dovetail. There are 60 AO buckets and 72
buckets each for the Al and A2 stage. The AO bucket has a
free tip, whereas the Al and A2 buckets have a Z-shaped
interlocking shroud with a single rotor seal and two stator
seals.

The buckets have been designed for standard and con
servative static and dynamic stress levels with metal tem
peratures supporting long industrial parts Ii fe.

The design of the A2 bucket has been taken to the full
capacity of present state of the art. It is believed to be the
highest aerodynamic loading of any gas turbine in terms of
annulus area carrying capacity. The parameter for this is
annulus area speed squared.

Each stage of the buckets, especially the A2, will be sub
mitted to a series of vibration tests, including a full

production rotor wheel-box test for determination of the
acceptability of their vibration characteristics. This will be
further verified in actual prototype gas turbine operation.

The exhaust diffuser is an important part of the gas path
design and its aerodynamic performance is critical to the
overall gas turbine performance. The resulting diffuser as
shown in Fig. 8 is an optimization of aerodynamic per
formance (with a recovery factor of approximately 0.6) and
the mechanical design in terms of length, diameter, weight,
and cost. It is fabricated of 321 S.S. with insulation jackets to
help exhaust frame cooling and includes turning vanes and
airfoil shaped enclosures of the exhaust frame struts.

Turbine Rotor Design

An example of the turbine rotor construction is shown with
the example of the high pressure rotor in Fig. 12.

The problem of attaching a highly stressed large growth
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Fig.11 AO· A·1 . A2 bucket

Fig. 13 Low pressure rotor and cartridge assembly

Fig.12 High pressure rotor

component such as a turbine wheel to a cold, low stress shaft
is solved for these rotors through the use of an integral stub.
This allows the turbine wheel to be made of an excellent
Nickel based material, IN7l8. Moreover, the wheels can be
made more or less symmetrically shaped with a small bore
providing excellent stress distribution. It is then bolted to a
steel AMS 6304 material shaft. Therefore, the bolting flange
is in an area of minimum strength requirement. The hp rotor
is then a simple construction of only three components:
buckets, wheel, and shaft, thereby minimizing stacking and
assembly tolerances .

.~oth rotors are designed to have their free-free bending
critIcal at over ISO percent speed. The two basic oil film
modes, rock and bounce exhibit nearly straight-line mode
shapes with little or no shaft bending and split the speed range
so as to have highly damped and minimum vibration
response.

All four journal bearings are highly stable, five pad, low
LID, tilt pad designs. These bearings have been designed with
good industrial conservative practice in terms of clearance
and oil temperature rise. The thrust bearings are also of the
tilt pad design and have been sized for a specific loading
considerably less than the thrust bearing capacity.

The couplings are designed to be of the dry flexible type
marine flange connection for use between the rotors and the
load and gas turbine compressor. These couplings are
basically the only connections between the turbine section or
module and the load compressor and gas turbine compressor
module and allow for thermal growth mismatches exceeding
those expected.

Turbine Stator Design

The turbine stator consists of five easily separated
assemblies: hp rotor cartridge, LP rotor cartridge, hp casing,
LP casing and exhaust frame.

Journal of Engineering for Power

Fig.14 High pressure casing assembly

Each cartridge assembly consists of two low alloy steel
bearing housings, two tilting pad journal bearings, a tilting
pad thrust bearing, an inactive thrust bearing, a nodular cast
iron supporting cylindrical cartridge, oil feed and drain lines
and seals. Tilting pad journal bearings were selected for their
dynamic stability and vibration damping characteristics. The
oil sump operates at a 0.5 psi vacuum to prevent oil leaks. Air
ducts are cast into the hp cartridge to supply cooling air to the
AO buckets through the forward wheel space.

The hp casing assembly consists of a two piece outer cast
iron support structure and a two piece inner 2 Y4 'CR-Mo
pressure vessel. The vessel contains the combustor assembly
and the outer structure supports the hp cartridge and AD
nozzle assemblies. The casings are not split.

The LP casing assembly consists of a split nodular cast iron

JULY 1982, Vol. 104/713
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Maintenance 

Fig. 15 Exhaust frame assembly 

casing, nozzle support blocks, Al and A2 blade shroud 
blocks, Al and A2 nozzles, and interstage diaphragms. 

The exhaust assembly consists of a low alloy fabricated 
steel frame, a CRES 321 diffuser, turning vanes, and an 
exhaust hood. The frame has six struts and supports the LP 
cartridge. It is completely protected from the exhaust gas by 
the diffuser and is cooled by compressor leakage air. It also 
supports the exhaust collector hood which may be bolted to 
the frame so to exhaust in any direction. 

Considerable thought has been given to make the TF-10 as 
easy to maintain as possible. Following are some of the 
features which have been incorporated. 

Modules. The machine has been designed around basic 
modules: compressor, hp turbine and LP turbine. Each can be 
easily removed or replaced. All modules are interchangeable 
without machining or dowling. 

Bearings. All bearings, except the two turbine inboard 
journals, are accessible from outside the machine. 

Compressor Rotor. Compressor split casing allows access 
to compressor rotor. 

Turbine Blades. All blades can be inspected from outside 
the machine through horoscope access ports. All blades can be 
replaced through horoscope access ports. All blades can be 
replaced by removing the split LP casing. 

Turbine Nozzles. AO nozzles can be inspected through fuel 
nozzle tube mounting pads. Al and A2 nozzles can be in
spected through horoscope ports in the LP casing. Al and A2 
nozzles can be replaced by removing LP casing halves. 

Combustor. Fuel nozzles, igniters, and flame monitors can 
be easily inspected and replaced from outside the engine. 
Combustor may be inspected through the 24 fuel nozzle 
mounting pads. 

Conclusions 
The TF-10 is designed using conservative proven design 

concepts. The relatively low pressure ratio and the free 
standing modular compressor and turbine designs provide 
greater flexibility for the designer and flexible maintenance 
options for the user. 
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Theoretical Study of Flow 
Instabilities and Inlet Distortions in 
Axial Compressors 
This paper describes a method of evaluation of the single and multistage com
pressors response to steady and unsteady inlet distortions. It allows also the 
evaluation of the appearance of unstable regimes and their characterization 
(rotating stall and surge). It is based on a linearized approach using mean line 
calculations. The compressor is considered as a series of vaned and vaneless spaces, 
and the corresponding equations are solved by use of Fourier series for time in
dependent variables and by Laplace's transform for time-dependent variables. An 
analogy between the compressor's response and a servo-mechanism is developed, 
using Nyquist's diagram. Results are compared with experimental data which prove 
the validity of the approach. A parametric study indicates which parameters can be 
modified to improve the flow stability. 

Introduction 

The safe field of operation of a compressor on the pressure-
mass flow map is limited towards the high-pressure range by a 
line above which flow instabilities can appear. Those in
stabilities can result in an unsteady periodical regime (rotating 
stall, surge) or in random fluctuations (turbulence). Ad
ditionally, the inlet flow conditions can depart from the 
normally assumed axisymmetric conditions, and present 
circumferential asymmetries of total pressure, for instance. 
They can modify the region of safe operation. 

A computation method is developed below, which attempts 
to predict the onset and to characterize the various unstable 
flow regimes. 

Background 

The first approach on steady circumferential distortions 
used the concept of parallel compressors [1]; this was later 
improved to take into account the unsteady effect due to the 
relative motion of the blade rows with respect to the distortion 
[2]. Unsteady distortions have been approached through 
actuator disk theories for a simple rotor, with a two-
dimensional incompressible flow hypothesis [3]. Reference [4] 
extends this approach to the case of compact (i.e., with zero 
blade row spacing) multistage compressors. Reference [5] 
considers the case of multistage compressors, assuming 
compressible flow and a steady distortion. In reference [6], 
there appeared for the first time a nonlinear approach for a 
basic two-dimensional incompressible flow, using the ac
tuator disk approach. This theory has finally been extended to 

Contributed by the Gas Turbine Division of THE AMERICAN SOCIETY OF 
MECHANICAL ENGINEERS and presented at the Gas Turbine Conference and 
Products Show, March 9-12, 1981, Houston, Texas. Manuscript received at 
ASME Headquarters December 30, 1980. Paper No. 81-GT-211. 

a quasi three-dimensional model. Our approach has been 
influenced by these developments. 

Hypothesis 

In what follows, we propose a linear theory applicable to 
multistage compressors with blade row spacing presenting a 
small change in radius. The aim is to study the response of the 
compressor to steady and unsteady distortions, to evaluate the 
limit of stable operation, and, finally, for the case where 
rotating stall appears, the number of cells and their velocity of 
propagation. 

The vaned and vaneless spaces are treated distinctly. For 
each category, the space, a transfer function presented in 
matrix form, allows the calculation of the flow characteristics 
at the space outlet in terms of those at the inlet. 

The hypotheses are: 
8 For the vaneless spaces: 
(a) inviscid incompressible two-dimensional steady flow, 
linearised equations 
9 For vaned spaces: 
(a) actuator disk approach 
(b) two-dimensional unsteady flow 
(c) viscosity taken into account through a steady flow loss 

coefficient 
(d) linearised equations 

The aerodynamic quantities are expressed under the form 
of a mean flow and perturbations: 

x=x + x'(z,d,t) x'<<x 

Transfer Equations for the Vaneless Spaces 

We repeat and extend here the approach presented in [4] 
considering the Euler equations in axial and circumferential 
directions for the perturbed flow: 
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The solution of the system can be achieved through the use of 
Laplace's transforms: 
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A = sound speed 
c = chord length 

G„ = transfer function of the com
pressor 

/ = incidence 

K = number of stage 
M = Mach number 
n = harmonic number 
p = static pressure 

p0 = total pressure 
r = mean radius 
s = Laplace operator 
t = time 
u = wheel speed at the mean radius 

V = velocity 
W = relative velocity 
z = blade row spacing 
a = damping factor 
(3 = relative air angle 

dp0 = pressure distortion 
A„ = denominator of G„ 

v = number of blades 
co = pulsation frequency 
co = pressure loss 
7T = total pressure ratio 
Q = wheel angular velocity 
p = density 
9 = circumferential coordinate 

Subscripts 
e = inlet 
n = Fourier coefficient 
s = exit 
z = axial direction 
6 = circumferential direction 

Superscripts 
( - ) = mean value 
( ) ' = perturbation 

v = Laplace transform 
c = Fourier coefficient in cosinus 
i1 = Fourier coefficient in sinus 
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These perturbations can be expressed in ^2 in terms of those in 

[Dte)] = [Efe)].[P(z,)].[D(z,)] (12) 
If points z\ and z2 represent, respectively, the inlet and 

outlet of the vaneless space, it is always possible to choose the 
coordinate origin in z\\ matrix [EPfe)] = [E(z2)][P(D)] 
characterises the considered interblade row space. 

Transfer Equations for the Blade Rows (Vaned Spaces) 

Mass flow continuity through one blade channel is ex
pressed, 

PeVleSe=PsVZsS5 

global mass flow continuity is, 

PeVZe'vSe=ps.VZs-wSs 

(v = number of blades). 

Dividing the first by the second leads to the conservation of 
the perturbed reduced axial velocity, 

K=t (13) 

As to the relation in circumferential direction, it is generally 
accepted that the outlet relative angle is only a function of the 
inlet angle, tgPs=f(tgPe)-

With a series development limited to the first order and 
taking turning (13) into account, it follows that, 
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The relative total pressure loss 
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is considered to be function of inlet incidence and relative 
inlet Mach number, i.e., of the axial and tangential .inlet 
velocities. 

By linearising the relative total pressure variations and 
working in an absolute frame of reference, one obtains: 
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Fig. 1 Frequency response - NACA compressor (<j> = 0.766- rotating 
stall point) 
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The coefficients d/Ss/d(ie, dw/di, d<b/dMr , GO can be obtained 
either experimentally, or through a mean flow calculation 
program. 

The linearity hypothesis allows superposition of the un
steady effect in the rotors through a blade channel, the latter 
being assumed similar to a diffuser. 

In the relative system of coordinates: 

PC = 

PP = 

1 r _ Ps_ 
L o„ 
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dtgPs 

°tg$e Ps 

3APn 
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V2 

Ps VI 

dw 1 dP0r 

at p dz 
(18) 

with the continuity equation: w(z)'S(z) =we-Se. 
Assuming a linear variation of section, (18) can be in

tegrated using the reduced Laplace transform and the Fourier 
series development so that the total pressure change that 
occurs in the blade passage can be written for any harmonic, 
n, as: 

dPr/3KZe and dPr/3K„ being defined through equations (16) 
and (17), these relations have been established for rotors; the 
stator case is obtained for u - 0. 

Method of Solution 

A total pressure distortion, which can rotate with an 
angular velocity u>, is imposed at a distance zG from the 
compressor inlet: 

v-* T cos nd 
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(20) 

The total pressure perturbation through a blade row is 
obtained by use of equations (15), (19), and (20). Finally, the 
outlet perturbations can be expressed in function of the inlet 
one: 

(21) 

To simplify the writing, we will suppose from now on that 
the distortion is symmetrical in 8{dPs„=0) and is a step 
function in time. 

Equations (9), (12) and (21) allow matrix C to be expressed 
as a function of the integration coefficients of any plane k in 
function of the conditions in the upstream infinity plane 
(subscript 0): 
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On the other hand, as boundary conditions, it is imposed that 
the perturbations be zero at upstream and downstream in
finity. These conditions define the matrix [C] _„ and [C] + 0» 

where: 

V€ 

Vce,„ 

n,n 

Po,n 

1 

0 

VCA 

0 

[D]s 

-S.ST A 

= [AHD] E 

0 

1 

0 

VCA 

n .STA 

L 

0 

VCC 

0 

PC-S.S1 

0 

0 

0 

0 

0 

0 

0 

0 

- n .STA PA-S .STA n .STC PC-S.STC 0 

0 

0 

0 

0 

0 

3P 

" Vc 

z,n 

Vin 

Vh, 

Vi.n 

P&,n 

. P§,>, _ 
(22) 

with: 

VCA = 
V,s-Us dtg$s VBe-Ue 

dtgPe V, 

dtgpe 

„ T . Pe+Ps Ws C /W.\ V]. 
STA = • -̂ — • — Ln •(£)• V2 

Vg -Uc 

STC=—^ i . S T A 

PA= ~ [us.(Vh-Us) - r~--Us(Ve„-Ue).
dtglis 

V7_ " '' " btg$e 

K dAPri 
Ps 3VZ1 

[C]_» = 

0 

0 

K 

K 

o 

o 

(25) [C] + , 
0 

0 

cc 

cs 

(26) 

Taking (23-26), into account it is possible to evaluate matrix 
[C]_„.,i.e.,&5 and bi i.e.: 

6r°° = G5(S). 

drco=oj,(s). 

on 
s 
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(27) 

(28) 
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From function bc„~'*' and 6?,~°°> it is possible to calculate the 
characteristics of the perturbed flow in the whole machine. 
However, the expressions obtained are not explicit in S. It is 
thus impossible to obtain analytical expressions in function of 
time. The unsteady flow study will thus be carried directly 
from the images of the Laplace transform of the time func
tion. Criterion is based upon complex variable theory at the 
theorem of Cauchy usually terms the "principle of the 
argument" [9]. Consider an arbitrary function H(S); replace 
Laplace operator S by imaginary iu> (where o is a frequency); 
H(S) function is then complex, and it is possible to draw its 
real part in function of its imaginary part in so-called Nyquist 
plane (Fig. 1). The curve is graduated in u>. To each point 
corresponds a frequency, w, the modulus and the phase of H 
(/u). From those curves it is possible to define a series of 
criteria which allow the analysis of the unsteady response of 
the compressor. 

Stability criterion. The analytic form of the time function 

is exponential of the type e ("+"">'. According to the sign of a, 
the function will decay or not with increasing time. The 
system will be stable if a < 0 . Physically, the limit a = 0 will 
determine the point where the equilibrium of an axisymmetric 
steady mean flow is broken, and from which a rotating stall or 
surge regime (according to the value of co) or of turbulence can 
be established. 

One can establish [9] a relation between the sign of a. and 
the phase of the corresponding Laplace transform. Applied to 
the global transfer function of the compressor Gl„(S), 
equation (29), and G*(S), equation (30), the criterion can be 
expressed as follows: 

The number of unstable terms in the solution is equal to the 
number of turns made around the origin by the curve 
representing the denominator A„, equation (31), of the 
functions Gc„ and Gs„, in Nyquist's plane when s = iw varies 
between — i°° and + i°°. 

Frequency response. The study in the evaluation of 
frequencies permits, on the one hand, the possibility of ap
pearance of rotating stall, and, on the other hand, the 
system's response to unsteady inlet distortions. 

The resonant pulsation frequency o>R is defined as the 
pulsation corresponding to the maximum value of the func
tion considered. 

It is to be noted that the value of the modulus correspon
ding to the resonant frequency is as important as the resonant 
frequency itself. A modulus of unity means that the system 
transmits the initial perturbation without amplification and 
defines the limit between spatial damping or amplification. 

On the other hand, an overload coefficient is defined: it is 
the ratio of the modulus of the function at resonant frequency 
to the one at zero frequency (steady case) Q = H(iuR) /H(0). 

The cut-off pulsation u>c is defined by the value 0.5 of the 
ratio of the modulus for 10 ̂  0 to that at zero frequency. 
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Fig. 5 Single-stage compressor C1 

This cut off frequency fixes the bandwidth [0,a)c] which 
determines the domain of sensitivity of the compressor. 

The study of rotating stall is made at the points where 
instabilities appear (a>0) . The preceding criteria are applied 
to the curves representing functions Gc„ and Gs„ (and this 
independently of the introduced distortion 5P0) at compressor 
inlet and of the equivalent function ahead of each stage. 

The conditions for rotating stall appearance are: 

• a>R exists as a resonant pulsation in the domain [0.1Q; 0.8Q] 
as this is the bracket of cell rotating speed; 

• largeQ(>3) 
• the function modulus is large (> 2) for coR; and 
• n = harmonic n, presenting the largest modulus at resonant 

frequency fixes the number of stalled cells. 

The study of the compressor's response to unsteady 
distortions is made from consideration of functions b'„, 
equation (27), and £>?,, equation (28), and of the equivalent 
function obtained in each plane by equations (12), (21), and 
(24). It is supposed, in this case, that the introduced distortion 
5P0 is governed by equation (23). 

The study of the Laplace transform allows the evaluation of 
the initial (convergence or divergence as a function of time) 
and final (response in frequency for the established regime) 
phases. A priori, the transitory state cannot be studied. 
However, experience, particularly in servo-systems, shows 
that there exist correlations between the frequency response 
and the transitory regime. Thus, following the values of Q 
and a>c, four typical responses can be obtained (Fig. 2). 

The overload coefficients define the influence of the un
steady distortions in comparison with that of the steady ones; 
the bandwidth fixes the frequency range to which the com
pressor is sensitive, the distortions at a frequency larger than 
coc having no effect. 
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Fig. 6 Five-stage compressor CM-5 

Analysis of Data 

Comparison with experiments. A NACA compressor (TN 
3518) made of a single wheel rotating at 8000 rpm [8], a single 
stage compressor C-l with an axial Mach number of 0.46 at 
the nominal rpm of 10,800, a single stage compressor C-2 
(low speed, axial M = 0.13, rpm 3000), and, finally, a high-
pressure five-stage compressor CM-5 (axial Mach number 
0.485, rpm 13,300) have been studied. More details are 
presented in [10]. 

Figure 3 shows the NACA compressor characteristics and 
compares the present method with the ones already existing. 
The rotating stall onset is predicted within 5 percent of mean 
flow and 10 percent in pressure ratio. The speed of rotation of 
the cells (Fig. 4) is poorly predicted. Only Orner's method 
gives it within 25 percent. On the other hand, our method is 
the only one giving the right cell number (2). 

The error on the speed of propagation can be explained by 
the fact that the single wheel configuration is singular for the 
theoretical method (see [6] and [7]) as the effect of the 
neighbouring volume cannot be simulated. 

The comparison between the experimental "surge line" and 
the stability limit for the C-l compressor gives an error of less 
than 5 percent in flow (Fig. 5). 

As the C-2 compressor was at design stage, no comparison 
with experimental data could be made; this example has 
allowed, however, to show the possibilities of the method to 
evaluate the limits of the operating range from the design 
stage and was the base for a parametric study. 

The study of the CM-5 compressor met with a problem of 
mean flow definition. The base characteristics on which the 
stability study is carried out are obtained theoretically. 
Moreover, the experimental and theoretical slopes are very 
different near the surge line. The matching of these curves can 
be made through empirical coefficients which are selected to 
straddle the experimental constant speed line at ± 1 percent in 
mass flow near surge. To this difference of 2 percent 
corresponds a change of 5 percent on the corrective coef
ficients which, among other things, produce a change of 30 
percent on the mean value of all stages of the terms du/di, 
with some of those terms doubling or trebling. It is thus 
difficult to consider that the internal cohesion of the flow is 
respected. As the stability of the system strongly depends of 
6ui/di, the fact that the stability limit could not be predicted 
correctly at part speed is not surprising; on the contrary, at 
nominal speed the theoretical limit exactly matches the ex
perimental one (Fig. 6). 
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Synoptic Table 

Parameter do> dw dj3s 

Effect di 3 M R 3#e 
on 

Unlstebiiity ^ B ^ B + A ^ C ~±D ^ E 

Overload . , 
coefficient + B +B +B +C + C - C 
Resonant 
pulsation + D - B - D - C - B 0 
frequency 

Number of 
stalled 
cells 

Unsteady 
distortions 
modules 
Steady 
distortions 
modulus 

- C 

+ B 

- C 

- C 

± B 

± B 

+ A 

+ B 

+ B 

- B 

+ B 

+ D 

- C 

- B 

+ A 

- E 

+ C 

- E 

The letters A to E represent proportionality coefficients that indicate 
the importance of variation. For example: cuR D. da/di (through 
the curve are not straight line). The letter A indicates a very large 
value, the letter E a very small value. The ' means that it exists a 
preference value that gives the magnification or the maximum ex
tenuation. 

Parametric study. A parametric study has been developed 
on the basis of the different compressors, and has pointed out 
the essential elements which influence on the one had, the 
stability and the probable flow configuration, and on the 
other hand, the amplificaiton of the distortions. 

It is difficult to generalize the results which are necessarily 
limitative; this is why, instead of giving detailed figures, we 
prefer to present a synoptic table which shows the observed 
general tendancies. 

It is to be noted that the appearance of a phenomenon (for 
instance transition from a stable to an unstable regime) 
depends on the conjunction of limit values of several 
parameters and not of one only. 

The stable limit of operation is strongly influenced by the 
value of the dw/di coefficient (which characterises roughly 
boundary layer separation) to a lesser degree by dco/dMR , the 
effect of dl3/dl3e being secondary. 

One can notice the influence of the geometrical parameters 
and the interest to increase chord and interrow axial spacing 
to set back the instability point. 

The appearance of rotating stall depends on the overload 
coefficient, Q, and one can see that for a parameter dw/di, 
9CO/9MR, and d(3s/d(3e, there exists a particular value which 
enhances its appearance. This shows that rotating stall does 
not occur necessarily through boundary layer separation but 
that a conjunction of conditions in losses and deviation must 
be present for it to happen. 

The cell speed is mainly influenced by the change in outlet 
angle (df}s/d(ie), while the number of cells is governed by 
dw/di and 6W3MRe . The geometrical characteristics play also 
an important role in the case. 

The amplitude of the unsteady distortions will be maximum 
for privileged values of dw/di, 3w/dM and of chord; on the 
contrary, it will be smaller when d/3s/3°oe is small. Further, 
the influence of the distance between blade rows can change 
depending on the operation point. The steady distortion will 
be less filtered when dfis/dl3e will be small (opposite to the 
case of unsteady distortions), while small values of dw/di will 
be favourable. 

Conclusion 

1 The nature of oscillatory phenomena in an axial com
pressor depends on phenomena of linear nature. 

2 The appearance of an oscillatory regime or of a high level 
of turbulence depends mainly on the coefficient dw/di. This 
suggests the use preferably of profiles which present a 
progressive increase in losses (or B. L. thickness with in
cidence) even if this leads to some efficiency reduction at 
nominal point. 
oscillatory regime depends on geometry (chord, axial blade 
spacing). The internal organization of rotating stall (number 
of cells, velocity of propagation) depends on the rate of outlet 
angle change. 

4 The amplification in space of distortion depends not only 
on the loss gradients and of the change in outlet angle but also 
on the geometrical dimensions of the compressor. 
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ERRATA 

Figure 18 of "Rotor Wake Mixing Effects Downstream of a 
Compressor Rotor," A. Ravindranath and B. Taksh-
minarayana, published in the January 1982 issue of the 
ASME JOURNAL OF ENGINEERING FOR POWER, pp. 202-210, is 
in error. The revised figure is given below: 
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Fig. 18 Radial variation of semiwake width at various axial locations 
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